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Introduction 

Sisi Zlatanova and Shailesh Nayak 

Natural and anthropogenesis disasters cause widespread loss of life and 
property and therefore it is critical to work on preventing hazards to become 
disasters. This can be achieved by improved monitoring of hazards through 
development of observation systems, integration of muti-source data and ef-
ficient dissemination of knowledge to concerned people. Geo-information 
technologies have proven to offer a variety of opportunities to aid manage-
ment and recovery in the aftermath. Intelligent context-aware technologies 
can provide access to needed information, facilitate the interoperability of 
emergency services, and provide high-quality care to the public. 

Disaster management poses significant challenges for real-time data col-
lection, monitoring, processing, management, discovery, translation, inte-
gration, visualisation and communication of information. Challenges to 
geo-information technologies are rather extreme due to the heterogeneous 
information sources with numerous variations: scale/resolution, dimension 
(2D or 3D), type of representation (vector or raster), classification and at-
tributes schemes, temporal aspects (timely delivery, history, predictions of 
the future), spatial reference system used, etc.  

There is a need to continuously discuss the state of the observing sys-
tems and integration of effective monitoring of disasters, development of 
predictions systems, integration and analysis of geo-information. Recog-
nising the importance of use of geo-information in disaster management, 
several universities (Delft University of Technology, VU University Am-
sterdam, The Netherlands; University of Waterloo, Canada), international 
organisations (ISPRS, UNOOSA, EU, ICA, FIG, OGC) and vendors 
(Bentley, Intergraph, Oracle, PCI) have taken the initiative to organise an 
annual symposium, which aims at uniting the efforts of researchers, devel-
opers, data providers and users from different countries and continents. 
The symposium was organised first in Delft, The Netherlands (March, 
2005). Three more symposia were organised under the coordination of the 
ISPRS WGIV/8: Goa, India (September 2006), Toronto, Canada (2007) 
and Harbin, China (August, 2008).  

The second symposium concentrated on natural disasters as the general 
theme was ‘Remote Sensing and GIS Techniques for Monitoring and Pre-
diction of Disasters’. It was organised by the Indian Society of Remote 
Sensing, ISPRS, ISRO, UNOOSA, FIG, EC, AGILE, ICA and Delft Uni-
versity of Technology on 25-26th of September 2006, Goa, India. The two-
day symposium has accommodated 60 participants from 12 countries. 



2      S. Zlatanova and S. Nayak 

From the originally 96 submitted abstracts (from 28 countries), 46 full pa-
pers were received. The papers were presented in 6 oral sessions and one 
poster session in the first day. The symposium was closed with a panel 
session devoted to providing timely geo-information, quality of data, use 
of technical expertise after a disaster and involvement of geo-specialist in 
efforts to predict and mitigate disasters.  

There are practically no doubts about current status of technology in 
providing spatial data to end users. Global navigation satellites and Earth 
observation satellites have largely demonstrated their flexibility in provid-
ing data for a broad range of applications: weather forecasting, vehicle 
tracking, disaster alerting, forest fire and flood monitoring, oil spills detec-
tion, desertification spread monitoring, crop and forestry damage assess-
ment. Monitoring and management of recent natural disasters have also 
benefited from satellite imagery, such as the Indian Ocean tsunami in 
2004, floods (Austria, Romania, Switzerland, and Germany in 2005), hur-
ricanes (USA in 2005), forest fires (Portugal, France in 2005), earthquakes 
(Pakistan in 2005, Indonesia in 2006), etc.  

However, it is recognised that effective utilisation of satellite position-
ing and remote sensing in disaster monitoring and management requires 
research and development in numerous areas: data collection, access and 
delivery, information extraction and analysis, management and their inte-
gration with other data sources (airborne and terrestrial imagery, GIS data, 
etc.) and data standardization. Establishment of Spatial Data Infrastructure 
at national and international level would greatly help in supplying these 
data when necessary. In this respect legal and organisation agreements 
could contribute greatly to the sharing and harmonisation of data.  

Quality of data in case of disaster is still a tricky issue. Data with less 
quality but supplied in the first hour might be of higher importance in sav-
ing lives and reducing damages compared to trusted, high quality data but 
after two days. Apparently a balance should be found in searching and 

Charters and international organizations have already launched various 
initiatives on the extended utilization of satellite positioning and remote 
sensing technologies in disaster monitoring and management. For exam-
ple, the International Charter is often given as a good example of availabil-
ity of data and expertise after a disaster, but still the coordination between 
the different initiatives at local and international level is considered insuf-
ficient. This observation is especially strong for developing countries, al-
though some authorities in developed countries (e.g. USA in the case of 
Hurricane Katrina) also fail to react appropriately. Capacity building needs 
to be further strengthened and the governments must be the major driving 

providing data as the general intention should be increased use of accurate, 
trusted data.  
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factor in this process. Related to this is the role of the geo-specialist in dis-
aster management. Geo-specialist are not directly involved in emergency 
response, e.g. training together with first responders or preparing monitor-
ing and mitigation programs, but there is high understating of closer work 
with users.  

The Second Symposium has clearly revealed regional specifics in disas-
ter management. While the symposium in Europe addressed Spatial Data 
Infratsructures and cooperation between different rescue units as major 

essing of data and put emphasis on early warning systems, realizing that 
the national SDI for disaster management either do not exist or are at a 
very early stage.  

The chapters of this book reflect some of the topics mentioned above. 
The efforts of many researchers over the past four years to continue re-
search and development in the area of spatial data integration for effective 
emergency services and disaster management have also provided guidance 
and inspiration for the preparation of this book.  

This book consists of 14 chapters organised in three parts. The readings 
in this book outline major bottlenecks, demonstrate use of remote sensing 
technology, and suggest approaches for sharing and access of information 
in various stages of disaster management process.  

Part 1: Use of geo-information technology in large disasters.  

The first chapter of Kerle and Widarontono elaborate on use of geo-
information during the earthquake on 27 May 2006 in the Yogyakarta area, 
Indonesia. The authors provide numerous chronological details on the 
work of the different local and national organisations involved and the use 
of remote sensing data. This particular disasters is an excellent illustration 
of the works completed after the activation of the International Charter 
‘Space and Major Disasters’. Thanks to the almost immediate activation of 
the Charter, much satellite information could be quickly provided in the 
first two days. The authors also address some issues that need further im-
provement such as prices, availability of high resolution data, etc.  

The second chapter is devoted to the lessons learned from the Katrina 
hurricane. The author Henrike Brecht has participated in the emergency re-
sponse activities immediately after the water flooded the city of New Or-
leans. The personal observations of the author are organised in five groups 
of lessons namely management, technology and infrastructure, data, opera-
tional (and workflow) and map products. Clearly, many improvements 
have been observed in providing and use of geo-information comparing to 

challenges, the symposium in India discussed mostly availability and proc-
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any other disaster in USA, but problems still exist. The chapter provides a 
very good overview on bottlenecks and failures largely contributing to the 
‘what went wrong’ issue. Interestingly, the lessons learned are very similar 
to the 9/11 experiences. 

The third chapter addresses the damages on the fauna and flora on the 
Indian cost after the Tsunami, December 2004. Shailesh Nayak and Anjali 
Bahuguna present their elaborated study on the impact on major ecosys-
tems applying high-resolution satellite imagery. As illustrated in the chap-
ter, the applied methodology has helped to estimate the loss and help in the 
rehabilitation process. The damage to ecosystem (especially the coral reef 
and the mangroves) is critical as it directly affects fishery recourses of 
coastal communities. 

After the first three chapters on use of remote sensing information for 
monitoring and damage assessment, Chapter 4 elaborates on a new initia-
tive for developing countries that have to further ease access and sharing 
of satellite data. David Stevens elaborated on the tasks and activities of the 
United Nations Platform for Space-based Information for Disaster Man-
agement and Emergency Response (UN-SPIDER), established in Decem-
ber 2006 as a program of the United Nations Office for Outer Space Af-
fairs. Through presenting recent major meetings, conferences and 
assemblies, and summarizing the most important activities of various or-
ganisations, the author motivates the work of the new program. 

Part 2:  Remote sensing technology for disaster monitoring  

The second part of this book consists of five chapters all presenting re-
mote-sensing technologies (satellite imagery, radar technology, Global Po-
sitions Systems) applied for various hazards or phases of disaster man-
agement process.  

Chapter 5 is a collaborative work of eight universities and organisations 
and present a broad overview on need of different technology for monitor-
ing of hazards, response to disaster, recovery and mitigation. The authors 
discuss availability of remote sensing data (illustrated with useful web 
links), provide practical examples from case studies and report software 
developments within the participating organisations. Special attention is 
given to dynamic integration of data for geo-visualisation in virtual envi-
ronments and on hand-held. The chapter concludes with thoughts about a 
well-recognised need for an appropriate geo-education for disaster manag-
ers. 

Hedge, Shalini, Nayak and Rajawat present a satellite-image based 
methodology for monitoring of pollution in the shore water. According to 
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the authors, the pollution dispersion in the near shore water is highly com-
plex and dependent on a number of factors. Ocean Colour Monitor patterns 
as well as other satellite data products have helped to successfully trace 
sediments dispersion and understand sediment dynamics through the dif-
ferent seasons.  

In the following chapter, Surendranath, Saibal Ghosh, Ghosal and Ra-
jendran address mapping of landslides in the Darjeeling Himalayas in East 
India. Again, this chapter is an excellent illustration of use of remote sens-
ing data for monitoring of hazards. The authors are confident that some 
conventional methods based on aerial photogrammetry and manual inspec-
tion can successfully be replaced by high-resolution satellite images. The 
chapter present details on the methodology for the derivation of accurate 
DEM from topographic maps, IRS pan stereoscopic satellite imagery and 
freely available Shuttle Radar Topography Mission elevation data.  Their 
method is especially suitable for highly rugged hilly areas, which are con-
stantly under the highly dynamic and active erosion processes. 

Chapter 8 discusses the potential of Persistent Scattered Interferometry 
for detection and monitoring of land subsidence. This technology reveals 
high cost effectiveness compare to conventional geodetic techniques. Be-
sides the applicability of radar technology for monitoring of deformations, 
this research stresses the need of incorporating supplementary geo- infor-
mation sources for an improved interpretation. Swati Gehlot and Ramon 
Hanssen report very promising results of applying this technology in the 
city areas in the Netherlands.   

The last chapter in this Part 2 presents an extended procedure for GPS 
data collection. The improved procedure makes use of special waypoint 
protocol. Robert Mikol discusses the waypoint naming in detail (and the 
consequent organisation in a database) and illustrates its applicability for 
rapid data collection in case of oil spill. Though the DBMS has been never 
used during oil spill and subsequent cleanup, the idea was accepted as suc-
cessful for data collection under limited financial resources. 

Part 3: System architectures for access of geo-information 

This part presents different approaches for management, access and shar-
ing of geo-information for disaster management. Though not specifically 
concentrated on remote sensing data, the presented systems can easily be 
used if remote sensing imagery is available.  

Jan Herrman addresses the very important issue of access and sharing of 
data through web services. Access control and security (protection of in-
formation) are especially important to enforce restricted access to pro-
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tected spatial data or to declare views on the relevant data for certain us-
ers/roles. The author provides a overview on existing technology and 
elaborates on the advantages of Geo OASIS’s eXtensible Access Control 
Markup Language (GeoXACML).  

 Chapter 11 elaborates further on a Spatial Data Infrastructure for disas-
ter management in the Netherlands. The presented system architecture is a 

Chapter 13 presents yet another approach to access and visualize data 
over Internet, this time for flood management. The authors extensively 
discuss the decisions taken in development of the client-server architec-
ture, data model for management of flood information, street/road net-
works and other spatial information. This approach convincingly illustrates 
the advantage of storing and managing information in DBMS: integrated 
spatial analysis can readily be performed at the server. A light web-
application allows for visualization and inspection of performed analysis. 

The last chapter presents a usability study about new type of hardware, 
i.e. Multi Tangible Tabletop User Interface, for its applicability in disaster 
management. The tangible table does not require use of mouse and key-
board; instead, the user can touch the surface with fingers. As the name 
suggests, multiple many users can work simultaneously as the table ‘re-
members’ who ‘possesses which objects. The authors suggest that this 
technology could be very appropriate at a tactical level in commando cen-
ters, where disaster managers have to discuss steps in managing emer-
gency situations.  

The chapters in this book are aimed at researchers, practitioners, and 
students who apply remote sensing technology in monitoring of hazards 
and managing of disasters. The book itself is the result of a collaborative 
effort involving 37 researchers located in 8 countries.  

typical example of thin client-server architecture, which should be able to 
serve any type of user on the field or in the commando center. The imple-
mented services are context-oriented and follow recent standardization de-
velopments toward chaining of generic services. A spatio-temporal model 
for management of operational data is one of the few attempts worldwide 
to manage emergency operational data in DBMS. 

Charles Siegel, Donald Fortin and Yves Gauthier report on their system 
for cooperation and collaboration during emergencies. As discussed in the 
chapter, real-time contact and making available all the data to all the 
participants in an emergency is considered a key component in every 
command and control system. The developed system allows live Internet 
geo-collaboration, which is in use in civil security operating in the Québec 
Ministry of Public Security. The presented case studies come from real 
emergency management situations. 
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Part 1: Use of Geo-Information technology  
in large disasters 
 



1. Geoinformation-Based Response to the 27 May 
Indonesia Earthquake – an Initial Assessment 

Norman Kerle and Barandi Widartono 

Abstract 

A devastating earthquake occurred on 27 May 2006 in the Yogyakarta area 
in Indonesia. Response activities began immediately, and included exten-
sive ground-based mapping by Indonesian entities, as well as an activation 
of the International Charter “Space and Major Disasters”, which led to the 
rapid production of image based damage maps and other assistance. The 
aim of this paper is to assess the Geoinformation that became available and 
was used in the aftermath of the disaster. It shows that some of the map 
products, largely because of lack of field data and communication with 
forces in the disaster area, were not as effective as they could have been. It 
further provides a preliminary quality assessment of those damage maps, 
using data from a house-by-house damage assessment. Disaster response 
and data processing are still ongoing, and further analysis will be required 
to determine how the use of Geoinformatics, and the utility of international 
assistance based on Charter products in particular, can be improved. 

1.1 Introduction 

At 05:54 AM local time on 27 May, 2006, a magnitude 6.3 earthquake 
struck eastern Java in Indonesia. With an epicenter approximately 20 km 
SSE of Yogyakarta near the densely populated Bantul district, close to 
6,000 people died and an estimated 154,000 houses were destroyed. De-
spite frequent geophysical disasters in Indonesia, the affected area had not 
experienced an earthquake of comparable magnitude in over 100 years, 
and was thus ill prepared. Simple brick buildings, the principal housing 
type in the affected area, could not withstand the motion and readily col-
lapsed. Despite the time of the earthquake, very early in the day on a Sat-
urday, many people were already busy outside their homes, limiting the 
loss of life in one of the most densely populated areas Indonesia with 
>1,600 people per km2 (BAPPENAS, 2006). 



1.1.1 The earthquake event   

The earthquake occurred early on 27 May, at a shallow depth of approxi-
mately 10 km, and 20 km SSE of Yogyakarta (USGS, 2006), although epi-
center coordinates indicated on various maps, as well as the hypo center 
depth, have varied substantially. While only limited damage occurred in 
Yogyakarta itself, the district of Bantul to the south suffered most, with 
additional substantial damage in the Klaten district to the NE. Preliminary 
estimates of damage exceed 3 billion US$, over 50% of which attributed to 
housing damage (BAPPENAS, 2006). The earthquake began just weeks 
after sustained strong eruptions at Merapi volcano, some 45 km to the 
North, prompting speculations of a connection. However, the movement 
followed a previously identified NE-SW-trending fault, and, while 
Merapi’s activity may have played a role, resulted primarily from the Aus-
tralian plate subducting beneath the Sunda plate at a rate of 6 cm per year 
(USGS, 2006). Figure 1 gives an overview of the affected area and seismic 
intensities caused by the earthquake. Note that the epicenter (star) as de-
termined by the USGS is more than 10 km away from the fault line 
(hatched line) identified by Indonesian scientists as the source of the earth-
quake. 

1.2. Immediate response activities 

The disaster led to the immediate mobilisation of a variety of response ac-
tivities. An USAID/OFTA team arrived on the same day, followed quickly 
by other organisations over the next few days. Within Indonesia, the estab-
lished disaster management hierarchy was activated, comprising of Bakor-
nas, Satkorlak and Satlak for the national, provincial and district levels, re-
spectively. The latter coordinated the local work, predominantly in the 
Bantul and Klaten districts. In addition to these efforts, the Ministry of 
Public Works carried out a rapid damage assessment for 300 selected pub-
lic buildings to assess structural integrity, followed by an extensive house-
to-house mapping campaign by the geography department of Gadjah Mada 
University (UGM) in Yogyakarta. About 100 staff and students carried out 
several ground mapping projects. After an initial survey of the emergency, 
a rapid building damage survey was initiated, followed by a more detailed 
one. Data entry and processing are still ongoing, and the large amount of 
data promises to be valuable in assessing the accuracy and potential limita-
tions of purely image-based damage maps. A preliminary assessment of 
the parts of the UNOSAT damage maps is provided below. It is based on 
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data for one of 8 mapped districts, Imogiri, for which alone over 14,000 
houses were individually assessed for damage. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Map of the disaster area, with seismic intensity zones and the mainly af-
fected districts of Bantul and Klaten, as well as the active fault (hatched line) and 
epicenter (star) indicated. 

The International Charter was also activated on the day of the earth-
quake by the German Foreign Ministry, and project management assigned 
to the German Space Agency, DLR. Due to favourable satellite positions 
and pointability, high resolution satellite data were acquired as early as 28 
May, and again on 30 and 31 May, while medium resolution ASTER and 
SPOT images were taken on 30 May. In addition, Japans Daichi satellite 
passed over the area on 28 May, collecting images with the AVNIR 
(VNIR) and PALSAR (radar) sensors. A pre-disaster Ikonos image was 
also acquired on 9 May 2006, while 2 Quickbird scenes were taken in July 
2003, all adding to a substantial array of data. Figure 2 shows the images 
and ground data that were obtained, and the damage maps produced.  
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Despite the abundance of images, however, there were also problems. 
In particular (i) the immediate availability only of lower resolution quick-
looks, (ii) distribution by different vendors and organisations at different 
prices, (iii) availability of the actual satellite data, as opposed to quick-look 
or jpg-images, only to selected users, and (iv) frequent distribution in 
smaller tiles led to difficulties. For example, a largely cloud-free Ikonos 
image covering much of the affected area was acquired on 28 May and 
was available from CRISP in Singapore, the Asian distributor for Ikonos 
data. However, LAPAN, the Indonesian mapping agency only received 

carried out a preliminary damage assessment only on two lower resolution 
samples posted on the CRISP site, and later used the cloudier Quickbird 
image that covered a smaller area. This was because the CRISP Ikonos im-
ages are nearly 3 times the price of Ikonos imagery sold through the Euro-
pean vendor, exceeding the budget made available by RESPOND, the 
GMES service element for the use of Geoinformatics for humanitarian as-
sistance (DLR, pers. comm.). 

 
Fig. 2. Overview of high and medium resolution image data acquired be-
fore and after the 27 May earthquake. Damage maps based on those im-
ages, as well as field mapping carried out, are also indicated. 

1.2 Damage Map Products  

Image-based damage mapping is constrained by the spatial resolution of the 
available data and the average size of the destroyed objects to be mapped. 
If those objects are too small to be imaged individually, texture-based 
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and distributed parts of it (several tiles missing; Fig. 3), while the DLR 



processing is required, by necessity resulting in lower accuracies (Kerle 
et al., 2008). Given the nature of the predominantly affected houses – 
small and distributed in clusters amidst heavy vegetation – high resolution 
data such as Quickbird or at most Ikonos are required. The price for such 
high detail, however, is not only high image cost, but also lower coverage. 

base, only limited high resolution coverage of damaged areas was 
achieved, further hampered by clouds. Hence the substantial mapping ef-
forts could only produce detailed damage assessment of parts of the area, a 
typical reality for such disasters, especially spatially extensive ones in 
tropical areas. Additionally, damage mapping as part of a Charter activa-
tion is carried out on a best-effort basis, typically without feedback from 
the field, constrained by the available or affordable data, as indicated 
above, and with very limited time. Therefore, focus on especially affected 
areas at the expense of comprehensive coverage is frequent. 

 Following the 27 May earthquake a large number of map types was 
produced by different entities, the majority of them based on field informa-
tion. Reliefweb (www.reliefweb.int) lists some 50 maps for the earthquake 
area, primarily produced by UNOSAT, DLR, IFRC, MapAction, and 
OCHA. All of them are of high cartographic standard and optimised for 
large-scale printing, and reflect an overall increasing specialisation of dif-
ferent response organisations, each providing assistance according to its 
specific expertise and resources, and generating map products related to 
specific aspects of the disaster.  

 

 
Fig. 3. Ikonos scenes of the disaster area acquired on 28 May, available 
through CRISP in Singapore (background), and actual scene provided to 
LAPAN in Indonesia, all color images reproduced here in grayscale. Star 
shows epicenter. For footprint of the smaller image see Fig. 4. 
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From Fig. 4 it is clear that, despite the seemingly extensive image data-



 
Fig. 4. Footprints of selected pre- (hatched line) and post-disaster (solid lines) sat-
ellite images that covered parts of the affected area. 

For Indonesia, only DLR and UNOSAT produced image-based damage 
maps, which include (i) overviews, typically annotated with auxiliary in-
formation such as coordinate grids, place names, major roads, etc., (ii) pre- 
and post- event comparisons with or without further analysis, and (iii) 
stand-alone damage maps. Each of those categories can contain further 

Maps created after a disaster are aimed at different purposes. They in-
clude simple reference maps that facilitate orientation and navigation, 
status-quo maps of different disaster-related aspects such as landslides or 
building damage, auxiliary maps showing population densities, utility 
lines, ethnic distributions, etc., and maps as a planning basis. Those may 
show possible shelter locations, or areas safe for reconstruction. Depend-
ing on their information content, the maps are needed by different users 
and at different times, and are ideally produced with a specific user group 
in mind. Especially maps prepared in the first few days after an event, 
however, are typically prepared far away from, and without a direct com-
munication link to, the disaster area. This results in the risk that maps are 
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sub-types (Fig. 5). All high-resolution versions can be found on Reliefweb, 
RESPOND (www.respond-int.org), DLR-ZKI (www.zli.dlr.de) and 
UNOSAT (www.unosat.org). 



prepared without awareness of the specific information needs of, in par-
ticular, national response forces in the affected country. Similarly, one of 
the limitations of the Charter is limited knowledge within potential benefi-
ciary countries on what the Charter may provide, and when. In Indonesia 
this led to a situation where local institutions carried out their own damage 
mapping, albeit ground-based but with satellite image support. This was 
approached from 2 sides. First, as stated above, a limited assessment of 
public buildings was carried out by the Ministry of Public Works, while 
UGM organised a more extensive house-by-house mapping campaign that 
lasted over one month. In addition, bottom-up reporting worked well, 
where representatives from some 1,200 villages reported damage numbers 
to district officials, and from there further to the district. This took ap-
proximately 2 weeks to be done, longer than the initial image-based maps, 
but also resulted in more reliable data.  
 

 
Fig. 5. Illustration of different image-based map types. A: overview map 
based on SPOT5 data with auxiliary data overlaid; B: damage map based 
on pre- and post disaster Ikonos data; C: 250m grid damage map based on 
Quickbird image; and D: more detailed damage mapping on the same 
Quickbird image (source: A-C DLR, D UNOSAT). All maps are originally 
on color. 
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This is particularly so since only a coarse damage map based on 250m 
grid cell was prepared by DLR at first (published on 31 May), while map 
results from a more detailed assessment in the area further East that was 
located in the highest intensity zone, were only published by UNOSAT 
on12 June, the same day as the map based on village reports (prepared by 
OCHA, available on Reliefweb). 

1.3 The Response Chain and the Weakest Link 

Geoinformation has a tremendous potential to facilitate all aspects of dis-
aster management, including response. The general approach is illustrated 

 
Fig. 6. The Geoinformation-based disaster response chain. 

To what extent image-based information can aid in an emergency situa-
tion depends primarily on the disaster type (Kerle et al., 2008; Zhang and 
Kerle, 2008). Suitable sensors are then further constrained by their actual 
availability, a function of position and pointing capabilities. Civilian data 
acquisition and distribution is still a relatively slow process, hence agree-
ments such as the Charter have been establish to speed up the process. The 
acquired data are made available to reference imagery, as well as more 
analysis time. The map products thus produced can be highly variable in 
quality. SERTIT, for example, when in charge of a Charter activation, 
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in Fig. 6, which shows the main elements of the chain, as well as con-
straining factors. 



attempts to produce damage maps within 12 hours of image acquisition 
(SERTIT, pers. comm.). Current distribution of map products is almost en-
tirely internet-based, which allows rapid and lossless global circulation and 
easy reproduction. Sites dedicated to disaster management support, such as 
Alertnet or Reliefweb, or sites by the organisations involved in the Charter 
are very effective in making this information available. The most signifi-
cant constraint in the chain is the link to the user. Only if map products suit 
the need of the user, are timely and current, accurate, compatible with ex-
isting data, and can be readily accessed, is there a potential to aid in the 
emergency response. 

1.4 Preliminary Accuracy Assessment of Charter 
Damage Maps 

As shown above, the damage maps prepared by DLR and UNOSAT, with 
the exception of 2 small Ikonos scenes, were based on cloudier or older 
(31 May) Quickbird data, although its higher spatial resolution also allows 
more detailed mapping than would have been possible with initial Ikonos 
data. So far only a small amount of the ground-based damage mapping 
data are available, which only partly overlap with the UNOSAT damage 
maps. Of the approximately 14,000 mapped houses in the Imogiri district 
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(dark dots in Fig. 8), some 6500 were completely or heavily damaged, 
though of those less than 2000 fell into the area covered by the Quickbird 
image (Figs. 7 and 8). Figure 7 shows part of the 31 May Quickbird used 
by UNOSAT. B shows heavily or completely damaged areas as indicated 
in those maps, as well as actually heavily damaged or destroyed (squares) 
or moderately affected (circles) houses as mapped by the UGM campaign. 
C shows a close-up of the image, indicating the how well complete dam-
age is distinguishable in Quickbird data. Parts of the image, in particular in 
well-exposed damage clusters, were accurately mapped (D, location shown 
in B), while more isolated houses in denser vegetation, or structures with 
less than total damage were harder to identify (E). Many more data are ex-
pected for the other areas mapped rapidly or in detail (outlines in thick 
solid and thinner hatched lines, respectively, Fig. 8), and will be analysed 
in the coming months. 



1.5 Conclusions and Preliminary Lessons 

Following the 27 May earthquake, extensive ground-based damage map-
ping was initiated by UGM, while the Charter activation made rapidly ac-
quired high-resolution satellite data available to DLR and UNOSAT. This 
particular disaster was unusual insofar as a large number of multi-source 
data became quickly available. Conversely, it was an event quite compara-
ble to other recent disasters such as the earthquakes in Pakistan, Gujarat or 
Bam, where damage was severe and widespread, confusion reigned ini-
tially, and the detailed picture of the destruction only gradually emerged.  

Fig. 7. Part of the Quickbird image of 31 May that was used by UNOSAT for 
damage mapping (A). See text for details. 

Although the Charter was activated and damage maps were produced, 
knowledge from the field is never or scarcely incorporated in this process. 
In the Indonesia case it appears that local authorities did not know what 
products to expect, or when, and hence resorted to their own mapping, 
benefiting from the proximity of a well set-up university. Here the existing 
administrative hierarchy also facilitated the damage reporting from vil-
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lages up to the province level. As illustrated in Fig. 6, the weakest link de-
termines the use of damage maps and other information made available 



through the Charter. Here this was the missing link to the user, in particular 
the Indonesians. While international aid organisations are more likely to 
have good knowledge and experience concerning Charter products – their 
value as well as limitations – the authorities in the affected country typi-
cally do not. Hence the quality and speed of delivery of such products be-
comes less relevant, and a good way to improve the impact of such maps is 
to spread awareness of likely assistance, and to involve local knowledge 
from the very beginning. 

- 

 
Fig. 8. Quickbird image of 31 May used by UNOSAT for damage mapping, and 
areas covered by the UGM rapid and detailed (marked by thicker solid and thinner 
hatched white lines, respectively) building damage survey. The 14,000 data points 
for one of the 8 districts, Imogiri, are shown as dark dots. 

It is also apparent that one-fits-all damage maps are produced. While 
great effort and best intentions go into this process, the lack of user needs 
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consideration undermines the eventual utility of the maps, a point that 
needs to be investigated in detail. Similarly, the maps frequently lack in-
formation on the underlying assumptions of the analysis, and the expected 
accuracy and hence use of the map. DLR, for example, produced the 

The maps show different damage levels and state that deviations from 
ground-based assessment are possible. Unfortunately the results from the 
UGM field mapping campaign for the area covered by the DLR maps are 
not yet available, precluding at quantitative quality assessment at this 

to improved resilience. 

Fig. 9. Part of a damage map using a 250 m grid (damaged areas outlined in 
white), prepared by DLR based on 28 May Quickbird data (left), and the same 
area covered by the 31 May Quickbird image, illustrating potential mapping inac-
curacies. For example, the area shown in the middle (small boxes show location) 
shows heavy damage, which is not marked as such in the DLR map. 

As mentioned before, the Japanese PALSAR sensor acquired data of 
the disaster area on 28 May. The value of such information has been  
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aforementioned initial maps based on 250 m grids, illustrated in Fig. 9. 

point. However, parts of the image clearly show significant damage 
(Fig. 9, middle), yet are not assigned to any of the 3 damage classes. A de-
tailed assessment with house-by-house data will likely be useful better to 
understand mapping limitations, but also to evaluate how useful it is to 
produce maps with minimal mapping time with an accuracy that cannot be 
assessed. Work is currently being carried out on other issues as well, such 
as the potential of small format aerial photography (SFAP) for rapid dam-
age assessment, and to identify the optimal scale vs. coverage parameters 
and limitations of that approach. For the disaster area it is also important to 
understand better the performance of different building types in relation to 
seismic intensity and location, in terms of topography and soil type, and to 
understand better seismic risk in the area. Rebuilding has already begun in 
the area, hence such work need to be carried out soon if it is to contribute 



repeatedly investigated, though with mixed results (Arciniegas et al., 2007, 
Fieldings et al., 2005). PALSAR’s specific promise, in addition to cloud-
penetration, lies in its longer wavelength L-band (23.5 cm) as opposed to 
previously available C-band (3-5 cm), which may improve its performance 
in vegetated areas. Unfortunately, the Daichi satellite is still in its valida-
tion phase, hence the data were not available for the 27 May disaster re-
sponse, but a detailed assessment of its interferometric potential for dam-
age mapping needs to be explored. 
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2. The Application of Geo-Technologies after 
Hurricane Katrina 

Henrike Brecht 

Abstract 

Geographic Information (GI) Science accelerated and enhanced decision-
making in the emergency response after Hurricane Katrina. Since most of 
the information needed in disaster management has a spatial dimension, 
geo-technology is a vital source for streamlining response activities. The 
rapid-response situation after a disaster, however, exposes new challenges 
in the use of geo-technologies. In order to move forward and enhance the 
GI applications in disaster response, this paper pinpoints the bottlenecks 
and highlights the successes of the use of geo-technology after Hurricane 
Katrina. Challenges and accomplishments in the response to the storm are 
analyzed and lessons learned are documented in the five areas of manage-
ment, technology infrastructure, data, workflows, and map products. One 
of the explanations for the experienced bottlenecks is traced to difficulties 
with regard to timely data access and dissemination; one of the successful 
practices was the intensive integration of web-based tools. 

2.1 Introduction 

While mainstreaming geo-information in disaster response is becoming in-
creasingly recognized as a key factor for successful emergency manage-
ment, systematic knowledge about the benefits and bottlenecks of geo-
technologies in the response phase is still in fledging stages. In the com-
plex, dynamic, and time-sensitive disaster response situation of Hurricane 
Katrina, geo-information enhanced decision-making and effectively sup-
ported the response but it did not reach its full potential. The overwhelm-
ing complexity of the disaster exposed challenges and highlighted good 
practices. Hurricane Katrina affected an area of nearly the size of the Unit-
ed Kingdom (230,000 square km), it killed more than 1,700 people, and 
the total cost of damage is estimated at more than $200 billion dollars. The 
destruction, which has affected primarily the coastal regions of Louisiana, 



Mississippi, and Alabama, was caused by high-speed winds, storm surge 
flooding in coastal areas, and in New Orleans also by levee failures. 

Information management is a crucial component of emergency re-
sponse. The ability of emergency officials to access information in an ac-
curate and timely manner maximizes the success of the efforts. Since most 
of the information used in disaster management has a geographic dimen-
sion (Bruzewicz 2003), geo-technologies have a large capacity to contrib-
ute to emergency management. The capabilities of geo-technologies to 
capture, store, analyze, and visualize spatial data in emergency manage-
ment have been documented in the literature (Cutter 2003; Zlatanova 
2006; Carrara and Guzzetti 1996). Paradoxically, in praxis the conver-
gence of the two fields of geo-information and emergency management is 
only rudimentary developed and little work has been undertaken to en-
hance the integration. 

What were the bottlenecks of using geo-information in the response 
phase of Hurricane Katrina? Which mapping services were requested fre-
quently? Which workflow procedures streamlined the mapping support? 
What were the best practices?  

In the following these questions are addressed focusing on five areas: 
• managerial lessons with regard to information flows and staffing issues; 
• the perfidies of technology infrastructures in an emergency situation; 
• important datasets and best practices of data documentation and access; 
• workflows that streamlined the mapping response;  
• the “stars” of the mapping products, which were requested or needed the 

most. 

2.2 Lessons Learned 

The knowledge about best practices was gained from the experience of GI 
responders. Input was gathered mainly during the Louisiana Remote Sens-
ing and GIS Workshop (LARSGIS) in Baton Rouge, Louisiana, in April 
2006 in which practitioners from the coastal southeastern United States 
presented and discussed their experiences of using geo-technologies after 
Hurricane Katrina. The author’s own experience in the Emergency Opera-
tions Center (EOC) of Baton Rouge after the storm also influenced this 
paper.  
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2.2.1 Managerial Lessons 

Improving Information Flows 
Large amounts of data were acquired and processed after Hurricane Katri-
na. In the immediate aftermath of the disaster, governmental agencies and 
private geo-technology companies, realizing the extent of the damage and 
the gravity of the situation, supported the relief efforts by contributing 
data. Numerous sets of aerial photographs were taken and distributed to 
assess flooding and damage, private companies donated satellite images, 
data, and hardware, and new data layers concerning emergency shelters or 
power outages were created. Public agencies released and shared existing 
but previously undisclosed data layers. The usual obstructive administra-
tive barriers caused by competition and conflicts between divisions were 
abrogated, and instead ad-hoc alliances were built to support the common 
goal of saving lives and containing the devastation. Data streamed in 
quickly, resulting in the availability of a multitude of new data layers. The 
dissemination of the data to the appropriate parties at the desired locations 
in a timely manner, and in a useful format may have been the biggest chal-
lenge for the GI response community. Agencies were not always aware 
which information was available or where to find certain data. Due to mis-
communication, excessive workloads, and general distress, information 
was distributed only to a limited extent and did not always reach the first 
responder crews or county governments in remote areas that were in cru-
cial need of this information.  

Information flows and structures between the different actors must be 
identified before the disaster. One possible strategy is to appoint a central 
data authority that collects and disseminates information, a solution that is 
effective but difficult to realize due to political and economic reasons. Spa-
tial data infrastructures and web-based solutions have proven to enhance 
information flows and data accessibility. These tools should to be estab-
lished before the disaster strikes. 

 
Establishing Geo-Technologies as an Integral Resource 
Mapping support often evolved as an ad-hoc component after the storm 

being triggered by a high demand for maps and geo-information. Im-
promptu volunteers were engaged or geo-information companies were 
hired on the spot. Emergency preparedness units need to recognize geo-
technology as crucial part of disaster management and incorporate it ac-
cordingly into their planning. It is the task of the GI community to increase 
the awareness of emergency managers towards the value of spatial tech-
nology. During the emergency knowledge gaps became apparent on both 
sides: governmental emergency staff was unclear about the potential of 

Application of Geo-Technologies after Hurricane Katrina      27 



geo-technologies and the use of maps and the GI community was not in-
formed about governmental disaster plans and strategies. Both parties have 
to gain an increased understanding of each other’s duties and capabilities. 
Communication and training platforms are means to enhance awareness. 

 
Building Partnerships 
Formal and informal partnerships between GI professionals that were 

established before the disaster proved to be essential in the disaster re-
sponse. Relationships facilitate coordination and thus the flow of informa-
tion. One way to strengthen collaboration is the establishment of a work-
group of GI-skilled personnel in governmental agencies, universities, and 
private industries. Regular meetings foster networks and enable the ex-
change of news about available data and technologies. 

 
Identifying Staff 
GI responders were confronted with many requests for maps and an un-

derstaffing in the EOCs. It proved valuable to call on the support of GI col-
leagues. Volunteers played an important role in the response to Katrina, 
and it is recommended to integrate them into emergency planning. Staff to 
support operations during an emergency needs to be identified beforehand. 
If a disaster occurs, a call-up of pre-defined GI-skilled personnel should be 
initiated to assemble teams. The response teams should include staff from 
different governmental departments and from academia, assembling spe-
cialists from the different fields in geo-technology, such as remote sensing, 
programming, databases, and GIS. It is helpful to allocate staff to certain 
responsibilities pertaining to data collection, logistics, technical support, 
mapping, distribution, and operational management. Specific staffing chal-
lenges are caused by the 24 hours per day, seven days per week operations 
which require a high staff rotation. For the rotation not to affect efficiency, 
detailed documentation of requests, actions, files, and file locations are ne-
cessary. 

2.2.2 Technology Infrastructure Lessons 

Ensuring Hardware Resources 
The EOCs were not or only rudimentary equipped for geo-technologies 
prior to Hurricane Katrina. Computers, plotters, printers, and other sup-
plies had to be identified and installed after the storm. Difficulties occurred 
with regard to finding space in the EOCs not only for large hardware de-
vices and storage systems for hard-copy maps, but also for laptops and 
workstations. Mapping teams should establish sources and localities of all 

28      H. Brecht 



necessary hardware beforehand and explain their special demands so that 
physical space in the EOCs can be allocated. In the response to Hurricane 
Katrina, innovative solutions were found, such as the one from a mapping 
team in Mississippi that remodeled a bus into office space and equipped it 
with workstations and printers. 

 
Securing Continuity of Operations 
Useful datasets were stored on computers that flooded or that were left 

behind in the evacuation. Data back-ups at multiple secure locations and 
mobility of hard- and software are to be established to enable continuous 
operations under emergency conditions and to avoid loss of data. Data ac-
cessibility was not only hampered by disrupted networks and flooded 
computers but also by logistical issues. In one case, important files were 
passport-protected and the responsible administrator could not be reached. 

 
Preparing for Power and Network Disruptions 
Power, network, and internet outages were frequently encountered. Ide-

ally, alternative power supply solutions are identified beforehand, includ-
ing generators and uninterruptible power supplies (UPS) which are battery 
backups that can be added to hardware devices to avoid data losses during 
power disruptions. Since it is not advisable to rely on network connec-
tivity, sufficient data sharing devices are necessary for an efficient re-
sponse. Moreover, regular back-up mechanisms proved to be valuable. 

 
Administering Networks 
Not only GI skills were vital for successful operations but GI staff in-

stalled intermittent network routers, virtual private networks and other 
network connections. Ideally, a network administrator is appointed who is 
in charge of connectivity issues.  

2.2.3 Data Lessons 

Acquiring Relevant Data 
Base datasets, for example about pumping stations, utility networks, and 
power plants, were not always readily available. Especially for rural areas, 
geo-information was scarce. Information that proved to be of focal interest 
during the emergency can be divided into two categories: information that 
should to be collected before the disaster and information that is to be col-
lected after the disaster. 
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Datasets that were vital during the response and that can be acquired be-
fore the disaster include but are not limited to: 

Pumping stations Hazardous materials  
Street maps Building footprints 
Elevation models Helicopter landing places 
Points of interest Special needs population 
Fire stations Evacuation routes 
Cadastral data Population densities 
Medical centers Day and night population 
Geomorphology Utility networks 
Land use Emergency resources 
Power plants Address dataset 
Satellite imagery  

After the Disaster 
Datasets that were frequently requested in the EOCs providing informa-

tion on the extent of the catastrophe include but are not limited to: 
Wind fields Oil spills 
Power outages Flood depths 
Debris estimates Levee breaks 
Daily dewatering Road restoration 
Power restoration  Emergency shelters 
Flood fatalities Flood extent 
Satellite imagery Fire outbreaks 
Deceased victim locations Points of dispensing 
Restored power Pollution 
Crime scenes Damage estimates 

Sources need to be established for information that becomes available 
after the disaster. This can be accomplished with data sharing agreements, 
which should be set up prior to the emergency. These agreements deter-
mine which data will be provided by which organizations and who holds 
copyrights. For instance, uniform, useful, and complete image datasets 
were in high demand after Katrina. Therefore, contracts with companies 
providing aerial photography should be in place, specifying resolutions, 
area coverage, formats, geo-correction procedures, and accompanying me-
tadata. Agreements need to include how often datasets will be updated 
since some of the mentioned data layers require daily updates. For in-
stance, shelter locations opened rapidly in the immediate aftermath and 
then, after a few weeks, closed or moved. Information on flooded roads al-
so needed daily updating, as did the locations of crime scenes. 

Before the Disaster 
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Clarifying Copyrights  
The clarification of data copyrights and privacy laws was time-

consuming. It was difficult to reach those in charge to get permission for 
data dissemination because communication networks were interrupted, 
electronic address books were inaccessible due to flooded and left behind 
computers, and officials were dispersed because of the evacuation or not 
available during the weekend and at night. It is of advantage to negotiate 
data dissemination agreements, data sharing policies, and specifications of 
data custodianship before the disaster. 

 
Collecting Metadata 
 After Hurricane Katrina, a multitude of datasets were disclosed and cre-

ated rapidly. Maps showing the newly available information were re-
quested, produced, and distributed in extremely short time spans. A central 
problem that arose from this incoming data stream and the stressful situa-
tion was that metadata tended to be neglected. However, crucial informa-
tion is rendered unemployable if datasets are not properly documented. 
Moreover, metadata helps to maintain standards for data quality. Finally, 
missing metadata causes delays since valuable time is spent struggling to 
find out, for example, on which date an aerial photo set was taken and 
which area it covers. A metadata standard should be chosen that answers 
questions of data timeliness, source, accuracy, and coverage. Although me-
tadata collection is time-consuming, GIS staff receiving data must be dedi-
cated to metadata collection, ensuring that a predefined form is completed 
for all incoming datasets. A data manager should be assigned whose re-
sponsibilities include documenting metadata. 

 
Organizing Data 
In the response phase, geographic information must flow upstream and 

downstream between players in real-time. An effective means of accom-
plishing this dissemination of data is a spatial data infrastructure (SDI) 
which enables an efficient, reliable, and secure way for the search, ex-
change, and processing of relevant information. An SDI is a framework 
that subsumes a collection of geospatial data, technologies, networks, poli-
cies, institutional agreements, standards, and delivery mechanisms. Creat-
ing an infrastructure subsuming both general and emergency-related data 
with clearly laid out directory structures and logical names is critical for 
effective emergency response where many applications occur in real-time. 
The SDI datasets need to be updated continuously, and data integrity has to 
be maintained. The responsibility of data creation and maintenance for the 
SDI cannot lie with one individual organization; it must rather be a joint 
effort of many organizations.  
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2.2.4 Operational Lessons and Workflows 

Avoiding Duplication of Efforts 
Duplication occurred when maps, conveying identical information (e.g. 
damage levels, road flooding, or power outages), were created by several 
agencies. Coordination via the implementation of a map depository where 
central players submit and download maps is a possible solution to this 
duplication. 

 
Tracking Requests 
Keeping track of map requests was conventionally handled by means of 

paper files. A team from the Louisiana State University implemented an 
online tracking system that largely improved the paper system. This track-
ing system not only documented the actual request but also associated in-
formation including contact information of the client, file locations, and 
map products. The system allowed efficient communication with all mem-
bers of the response team, which was particularly important due to the high 
staff turn-over and geographically distributed mapping operations. The do-
cumentation of file locations and templates was especially helpful for the 
preparation of the daily updates of certain maps such as road flooding and 
emergency shelters. Another feature of the system allowed personnel to be 
assigned to the various projects. Such a record system for requests, associ-
ated files, documents, staff, clients, and products proved to be useful and 
should be implemented before the disaster strikes. 

 
Preparing Paper Maps  
Despite increasing digitalization, paper maps were still essential for the 

response teams. A high demand of paper maps and only limited printing 
and plotting capacities caused delays in fulfilling requests and disseminat-
ing information. Base maps, especially street maps on different scales, can 
be prepared beforehand. Ensuring access to sufficient amounts of paper, 
printers, and plotters is crucial. 

 
Creating Templates 
Map templates were found to be useful in the response activities. In the 

case of daily updated information, consistent templates accelerated the 
creation of maps and facilitated the comparisons of changes. Predefined 
map templates containing many data layers, which are turned on and off 
according to specific needs, saved a considerable amount of time. The 
templates should be well documented and logically stored within the data 
structure. 
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Disseminating GIS Resources 
It proved valuable to disseminate GI operations. While staff on site in 

the EOC took requests, promoted geo-technologies, offered solutions, and 
generated quick maps, staff in remote locations was able to create more 
sophisticated maps and provide analysis away from the whirl in the EOC. 
This approach also guaranteed access to hardware, especially printers, that 
were not backlogged as was often the case in the EOC. 

 
Using Online Tools 
Web-based tools such as Mapquest or Google Earth, were used inten-

sively in the response operations. Not only the GI staff but many of the in-
volved responding agencies and rescue workers applied especially Google 
Earth for their operations. Google Earth and Google Maps created satellite 
imagery overlays of the devastation in the affected region, which helped to 
understand the scope of the disaster. Single houses and addresses could be 
looked up in Google Earth, and a built-in transparency slider, which al-
lowed to switch between before and after images, enabled to see if and 
how much damage a place experienced. The accuracy, ease of access and 
the ease of use at the time and point of need of these online tools that can 
be operated by non-GIS staff contributed to the wide usage of the tool. 
This experience highlighted the potential of a web-based community ap-
proach to disaster operations. 

 
Promoting Geo-Information 
Since rescue workers were often not versed in the potential of geo-

information it was useful to have a GI staff member attend official EOC 
meetings to offer GI-based suggestions and solutions. Another way to con-
vey the GI services to official was by means of fixing frequently requested 
maps on the walls or collecting them in a map book for display. 

2.2.5 Map Products 

Requests from Emergency Responders 
The large majority of requests from emergency responders were related to 
street atlases and area overview maps. Commercial maps in stores sold out 
quickly or flooded and therefore, responders relied on the GI community. 
Great numbers of street maps were handed out after the storm. The acqui-
sition of digital copies of city maps from commercial companies was help-
ful. Emergency responders who were not familiar with the area requested 
maps with photos of landmarks such as the New Orleans Superdome. 
Checkpoints, which were still standing after the storm, were included in 

Application of Geo-Technologies after Hurricane Katrina      33 



the produced maps. This concept proved to be remarkably helpful for an 
orientation of the area especially since many street signs were flooded or 
destroyed. Another crucial orientation and communication means is a grid 
system for ground reference. After the disaster, some responders consid-
ered missing grids in maps as one of the central problems. It would be 
helpful if map books in compact sizes with the standardized US National 
Grid, street indices, landmarks, and elevation levels are produced before 
the disaster. Overlaying street and area maps with satellite inundation 
maps that outline the extent of the flood and the flood depth was another 
frequent request. For instance, by means of this data, rescue missions de-
termined whether boats or high-water vehicles are used in a certain area. 
For the search and rescue operations, mapping of addresses and coordi-
nates of victims was of major importance in the first days after the disaster. 
Ideally, this process would be automated. Coordinates from a mobile 
phone placing a 911 call could be tracked automatically and then trans-
ferred to handheld computers of emergency responders. Geo-technology 
can calculate the best routes for accessing victims’ locations. 

 
The Needs of the Public 
Accurate and timely information for the public is necessary. The ques-

tions of if a house was damaged plagued the evacuees. Days after the dis-
aster, in order to find out if and how deep a house was flooded, the evacu-
ated population relied on photos from television and the Internet to 
recognize neighborhoods and the levels of flooding and destruction. The 
uncertainty added to stress and anxiety. This information could be con-
veyed using web mapping and aerial photographs taken after the disaster. 
Vector layers with flood depths and levels of wind damage can comple-
ment the information. A system could be established that allows people to 
enter the address of a building to find out water depths, damage levels, 
when and how they could travel to the building, and nearest emergency 
supply centers. Moreover, the public requires detailed knowledge about the 
assigned evacuation routes and the traffic circumstances, evacuation shel-
ters, kitchens, health facilities, and other public services. 

 
Requests from Government Officials 
Government officials asked for maps with various contents, including 

shelter locations, deceased victim locations, power outages, water systems, 
maps of state-owned land, pumping locations, and others. 
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2.3 Conclusions 

This paper identifies lessons learned from the application of geo-
technologies in the response to Hurricane Katrina. The main challenges in 
the operations were not related to the often discussed literature themes 
such as interoperability and semantics but rather to trivial issues such 
backlogged printers, network disruptions, and missing metadata. Aloof 
from Virtual Reality applications, one of the most frequent tasks of GI per-
sonnel was to print street books and visualize search and rescue coordi-
nates. Truly analytical GI applications going beyond simple map displays 
were sparse. Experience shows that the suitability and use of GI technol-
ogy in the response phase differs from the planning phase because of the 
urgency, uncertainty, the magnitude of stakeholders, some of whom are 
unfamiliar with geo-information, and the real-time data needs. 

Among the most useful GI products created were inundation maps and 
map books with landmarks, detailed elevation figures, and unified grid 
systems. Web-tools such as Google Earth proved to be helpful due to their 
relevancy, ease of use, and open access. There are reasons to believe that 
the field of geo-information for disaster management will eventually bene-
fit from further developments of visual environments, semantic interpreta-
tions, and other current research topics. Most likely, the future use of geo-
technologies will extend beyond mapping and move towards analytical 
processes. This will especially be the case when emergency managers gain 
knowledge in geo-information and its capabilities. Currently, however, 
improvements on the ground are necessary on basic levels. Other analyses 
of geo-information in disaster management (Kevany 2003; Zerger and 
Smith 2003; Curtis et al. 2005) report similar experiences, stressing the 
practical impediments of implementations. Existing knowledge about best 
practices need to be translated into action, programs, and relevant policies. 
To enhance the response, the often separate discourses of geo-technology 
on the one hand and emergency management on the other need to con-
verge.  
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3. Application of Remote Sensing for Damage 
Assessment of Coastal Ecosystems in India due 
to the December 2004 Tsunami 

Shailesh Nayak and Anjali Bahuguna 

Abstract 

Tsunami struck the Indian Coast including the Andaman and Nicobar Is-
lands and the mainland coast on December 26, 2004. The tsunami ‘run up’ 
have significantly affected the coastal ecosystems on the Andaman and 
Nicobar Islands. Its effect on the mainland coast was less pronounced.  
Satellite data along with few ground surveys were used to assess damage 
to various ecosystems. Pre- and post-tsunami satellite data, mainly 
RESOURCESAT-1 AWiFs were used for the preliminary assessment. IRS 
LISS III and LISS IV data were also used in few cases. The impact on ma-
jor ecosystems, such as mangroves, coral reef, sandy beaches, mudflats, 
tidal inlets, saline areas, forest, etc. was studied. The damage to ecosys-
tems was categorized in to two types, total loss and degradation of ecosys-
tems. 

Mangroves of the Andaman and Nicobar Islands constitute about 18 per 
cent mangroves of the country. It was observed that the mangroves facing 
sea have undergone severe destruction. The mangroves have been eroded 
and trees have been uprooted. The mangroves along the creeks have been 
less damaged. Many mangrove areas remained submerged for a long time 
and thus destroyed. In the Andaman and Nicobar Islands, about 4700 ha 
mangroves were totally lost, while 10800 ha were damaged.  

The giant tsunami waves smashed and crushed the reefs, while the 
backwash deposited the debris on the reef flat. The deposition of material 
killed the live coral colonies. It has been estimated that the Andaman and 
Nicobar Group of Islands lost reefs of about 50000 ha. About 11300 ha of 
reefs on the Andaman and Nicobar Islands were covered by sand, mud or 
detritus. The reefs of the Gulf of Mannar (south-east coast of India) have 
been affected marginally. 

Most beaches have been affected on Islands and on the mainland coast.  
Few beaches have been washed away. On many beaches, sand has been 
deposited on the backshore. The nesting beaches for the endangered leath-
erback turtles that visit the Great Nicobar Island have been seriously 



damaged. On the mainland, sediments got accumulated on backshore in all 
tsunami-affected area.  The deposition of heavy minerals, mainly ilmenite 
and garnet, were seen along the parts of the south-east and south-west In-
dian coasts. At few places, barrier islands/beaches were breached, on the 
south-west coast while the sand dunes were affected on the south-east 
coast. The tidal inlets on the mainland coast have either opened up or 
closed. In some cases, location of tidal inlets has also shifted. The lagoons 
have been contaminated by high saline water. Large tracts of land have be-
come saline in the Andaman and Nicobar islands. About 25000 ha have 
been affected by salinity. Significant loss of forest, about 12000 ha was 
noticed on the Nicobar Islands.  

The damage to ecosystem is critical as it directly affects livelihood of 
coastal communities. The enormous damage to the two vital ecosystems, 
especially the coral reef and mangroves, has affected the fishery resource 
in the area. Apart from some of the important species such as saltwater 
crocodiles, leather-back turtles and Megapode birds have been adversely 
affected. 

3.1 Introduction  

Tsunami waves struck the Indian coast on 26th Dec 2004, affecting the An-
daman and Nicobar Group of Islands (60 45’ – 130 14’ N and 920 12’ – 930 
57’ E), south-east and south-west Indian coasts.  A tsunami is not a single 
wave but a series of traveling ocean waves generated by the geological 
changes near or below the ocean floor. The recent tsunami was set off as a 
result of a massive earthquake in the region registering a magnitude of 9.3, 
with its epicenter under the sea (more than 8-9 km below the sea bed), off 
the northern tip of the Indonesian archipelago near Aceh. The tsunami 
waves traveled as far as 6400 km from the epicenter. The tsunami moves 
rapidly across the ocean (900 km/h) and takes the form of destructive high 
waves along shallow coastal waters (10 m high and a speed of 40 km/h). 
The tsunami ‘run-up’ (a measure of the height of water observed onshore 
above mean sea level) travel fast and much farther inland than the normal 
waves.  

Evidence from other tsunamis or severe storm events suggest that there 
are differences in the environmental impacts and that they could be caused 
by differences in coastal geomorphology (off-shore and on-shore), the 
presence or absence of off-shore coral reefs, the width of the mangrove 
belt, the maturity of the mangroves, and whether the mangrove is on a small 
island, large island or mainland coastline (IUCN 2005, CRI/ISRS 2005). 
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Satellite data was used to rapidly assess the damage caused by tsunami 
waves, particularly on the coastal wetlands of the affected areas. The An-
daman and Nicobar Islands bore the maximum brunt as they are located 
closest to the epicenter and direct path of the tsunami. This paper describes 
the damage to the coastal ecosystems due to tsunami mainly using remote 
sensing data on the Indian coast.  

3.2 Data used  

Pre-tsunami and post-tsunami data of the Indian Remote Sensing Satellite-
P6 (RESOURCESAT) AWiFS was primarily used to assess the impact. 
The details of the data are given below (Table 1). LISS III data was used 
wherever available.  The specifications of the IRS P6 AWiFS and LISS III 
sensors are given in Table 2. 
 
Table 1 Satellite data used for assessing impact of Tsunami waves  

 
Area  
Coverage 

Sensor 
(IRS P6)

Data available 
Pre-                               Post- 
tsunami                         tsunami 

Andaman &  
Nicobar I 

AWiFS  4 Jan 05,  
28 Jan 05* 

  21 Dec 04 7 Feb 05  
  16 Dec 04 2 Feb 05* 
  22 Nov 04 30 Dec 04* 
  17 Nov 04 8 Jan 05* 
  29 Oct 04 18 Jan 05* 
   7 Feb 05  
   28 Jan 05 
   16 Feb 05 
 L3  30 Dec 04 
   4 Jan 05 
   30 Dec 04 
South-east coast AWiFS 23 Dec 04 28 Dec 04 
   6 Jan 05 
 L3  6 Jan 05 
   7 Jan 05 
South-west coast AWiFS  27 Dec 04 
            26 Dec 04 5 Jan 05 
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Table 2 Specifications of Sensor on board IRS-P6 
 

S. No IRS P6 Spatial 
resolution

Spectral  
resolution (µm) 

Quanti-
zation 

1 AWiFS 
sensor 

56 m  Band 1 (0.52-0.59) 
Band 2 (0.62-0.68) 
Band 3 (0.77-0.86)  
Band 4 (1.55-1.7) 

10 bits 

2 LISS III 
sensor 

23.5 m Band 1 (0.52-0.59) 
Band 2 (0.62-0.68) 
Band 3 (0.77-0.86)  
Band 4 (1.55-1.7) 

7 bits 

 

3.3 Methodology 

3.3.1 Satellite Data Interpretation 

The satellite sub-images were extracted from all the data sets and subjected 
to radiometric and geometric corrections prior to unsupervised classifica-
tion. Unsupervised classification was used to get the classification based 
on natural clustering. The Iterative Self-Organizing Data Analysis 
(ISODATA) clustering algorithm available in ERDAS/IMAGINE image 
processing software was used for the purpose.  In the classified image the 
classes were visually assessed for their correctness and suitably labeled. 
Supervised classification was attempted for few islands based on the ex-
tensive ground survey done during 2001-2003. In certain cases visual in-
terpretation was also performed with on-screen digitization. Digitized 
maps were edited, labeled and projected in the polyconic projection. The 
area was estimated in ha/sq km. The mangroves were classified based on 
density (Nayak and Bahuguna, 2001) into dense (> 40 % canopy cover) 
and sparse (< 40 % canopy cover). The coral reef habitat was classified 
based on the classification system (Table 3) evolved earlier (Bahuguna and 
Nayak, 1998).  The classification system helps in classifying the coral 
reefs based on geomorphological zoning. 
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Tabel 3: Classification System 
 

Level I Level I Level II Level III 
Coastal  
Wetlands 

Fringing Reef Reef flat Sand on reef 
Mud on reef 
Detritus on reef 

  Sand Sandy beach 
 Mangroves Dense  

Sparse 
 

 Mudflat   
Others Saline land   
Low Tide 
Line & High 
Tide Line 

   

 
Detailed ground surveys were conducted on selected location on the 

coasts of all the affected areas for observing the changes in geomor-
phological features.  

3.4 Mangroves 

Mangroves, trees whose tangled roots grow above ground in coastal 
swamps, are a unique habitat for migratory birds, monkeys, lizards and tur-
tles, etc. They contribute directly to rural livelihoods by providing forest 
products including timber, poles, fuel wood and thatch for houses and indi-
rectly by providing spawning grounds and nutrients for fish and shellfish. 
Mangroves, which lie in the inter-tidal region between sea and land, help 
to protect and stabilize coastlines and enrich coastal waters. The tsunami 
surge, which has gone through mangroves, ripped them completely, releas-
ing silt, sediments, nutrients and pollutants. Table 4 gives the ecosystem 
mangrove area (in ha) affected by tsunami.  

Mangroves of the Andaman and Nicobar Islands contribute about 18 per 
cent mangrove cover of India. The deeply indented coastline of the Anda-
man and Nicobar Islands results in innumerable creeks, bays and estuaries 
and facilitates the development of mangroves. In recent years it has been  
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Table 4: Ecosystem Area in the Andaman and Nicobar Islands affected by 
Tsunami  
Ecosystem Area in ha Change 
 Pre-tsunami Post-

tsunami 
In ha Per cent 

Mangroves 75078 59579 -15499 20.64 
64364 13902 -50462 78.40 
5720 13264 +7544 131.89 

Coral  
Reef- Reef Flat 
Sand on reef 
Detritus 

00 3768 +3768 - 

Sandy Beach 5337 9326 +3989 74.74 
Mudflats 12199 25804 13605 111.53 
Saline Area 17585 59612 42027 239.00 

NA NA 14463 - Forest - Dense 
Open NA NA 637 - 
Plantations NA NA 435 - 

 
realized that mangroves may have a special role in supporting, stabilizing 
the coastal zone and protecting the lives and properties of the people living 
near the sea and onshore islands (Jackson and Winant, 1983; Jenkins and 
Skelly, 1987; Qureshi, 1990; Siddiqi and Khan, 1990; Mazda et al., 1997).  

The total area under mangroves as mapped using satellite data is about 
680 sq km in Andaman group of Islands and 70 sq km in Nicobar group of 
Islands (Nayak et al, 1992). The digital terrain elevation models clearly in-
dicated that the low-lying areas have been affected badly barring the hilly 
terrains.  In general, three zones of mangroves in this group of islands 
(Kannan et al. 2004), viz., proximal zone facing the sea, middle zone and 
the distal zone faced varied degree of damage. 

During the large wave actions like tsunami, the near-shore (or proximal 
sea-facing) mangrove areas get damaged the most. Satellite data observa-
tions revealed that overall, the mangroves facing the sea have undergone 
most destruction. Extensive areas lie barren or have been totally eroded af-

groves in Philippines (Walters, 2003). 
 Mangroves occupying the regions along the creeks in the entire Anda-

man group of islands have suffered comparatively less destruction. The 
distal zone mangroves have also suffered damage. Here the damage is due 
to prolonged inundation resulting in increase in salinity. The tidal flushing 
is during spring tides only and therefore the resident inundated water re-
mained for a longer time here. In general, the inundation is higher at the 
heads of shallow, broad bays and inlets (Clague, 2001). 
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ter tsunami (Fig. 1a). Similarly, typhoons in 1969/71 have devastated man-



 

 
 

 

the Comorta Island have been uprooted (    ) post-tsunami (B). ‘C’ is the ground 
photograph of the uprooted mangroves  

 

 

Andaman are seen in the post-tsunami map (D). The pre-tsunami map (C) shows 
dense mangroves (M). The barren and exposed mud is depicted as (MF). 

21 
Dec 04 

4 Jan 
05 

M

M 

M1 

M2 

MF 
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Fig. 1a. The sea-facing mangroves (M) present during pre-tsunami period (A) in 

Fig. 1b. Damage to middle (M1) and distal zone (M2) mangroves of the Middle 



The destruction to the mangroves of the Nicobar Islands was more on 
the western side than eastern side. This is due to presence of extensive reef 
formations along the eastern side of the Nicobar Islands which provided 
some protection. All these loss of mangroves would question the very exis-
tence of the endangered saltwater crocodiles that infested here. Mangroves 
of the Megapod Island have been totally washed out. Damage to this island 
especially to its vegetation would mean that the endemic Megapode birds 
would be critically affected, as these birds are not capable of flying. 

There are 60 species of mangroves in the Andaman and Nicobar Islands 
making it the most diversely rich area in the Indian subcontinent (Nayak 
and Bahuguna, 2001). The dominant species are Rhizophora apiculata, R. 
Mucronata, Brugeira gymnorrhiza, Heritiera littoralis, Nypa fruticans, 
Sonneratia caseolaris, Excoecaria agallocha (most commonly distributed 
throughout the islands). Avicennia sp is present in the disturbed places on 
the Andaman Islands and is absent on the Nicobar Islands. The sea facing 
mangroves of these regions comprise pure stands of Rhizophora covering 
extensive areas (58% area). Bruguiera, Xylocarpus and Ceriops occupy the 
inward region (Nayak et al. 2003). After tsunami it was noted significantly 
that no damage has occurred to these mangroves. It was observed by 
Wolanski et al., (1992), that mangrove areas especially occupied by Rhizo-
phora species suffered less damages. This may be due to the high density 
of Rhizophora trunks and roots in the bottom layer helping the pure stands 
of Rhizophora to withstand the impact of tsunami. 

Mangroves are scattered all along the south-east coast of India and rich 
mangroves are present in Pichavaram area. In this region, no loss of forest 
or mangrove cover (Avicennia marina, Rhizophora-Avicennia marina) was 
observed. Pichavaram mangroves played a vital role in reducing the impact 
of tsunami wave actions on the nearby land. The seaward mangroves have 
been uprooted or tilted by strong tsunami waves. On the south-west coast, 
no major changes in mangrove cover were observed except in the one 
place where 8 ha (6 ha dense, 2 ha open) of mangrove cover have been lost 
due to tsunami waves.  

Apart from the most visible damage of uprooting of the trees and decay 
due to inundation of water, mangrove ecosystems experience changes in 
their composition after an event like tsunami. Natural changes on man-
grove coasts due to natural hazards include both seaward advance, with 
pioneer species spreading forward on accreting mudflats, and recession as 
the result of near shore and shoreline erosion (Talbot and Wilkinson, 
2001). Where an advance is taking place, successional changes are usually 
in progress in the forest to the rear, with displacement by other swamp 
vegetation (e.g., Nypa palms) at the landward margin as accretion raises 
the substrate above high-tide level. The mangrove community thus migrates 
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seawards on prograding coastlines. Further studies would be required on 
the mangroves of these islands to look for long-time impact of tsunami.  

3.5 Coral reefs 

Although corals occupy less than one quarter of one percent of the marine 
environment, coral reefs are home to more than a quarter of all known ma-
rine fish species. They provide food, livelihood and other essential services 
for millions of coastal dwellers, as critical fish habitat, popular destinations 
for eco-tourism, or protection to coastal communities from storms and hur-
ricanes. Coral formations act as buffers during storm surges and tidal 
waves. When giant tsunami waves smashed onto shores, the coral in 
nearby shallow areas were destroyed, crushed and shrouded in debris.  

 

and post-tsunami period in (B). The reef area (R) and beach (SB) has been eroded 
in (B). The deposition of detritus (De) and sand (S) post-tsunami is also seen. The 
mangroves (M) that have been uprooted are shown in red circle in (B) and the 
mud laid barren and exposed is also seen (MF). Increase in saline area (SA) is also 
seen. 

S

D

M
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Fig. 2A. Status of coral reef of Trinkat Island during pre-tsunami is shown in (A) 



The massive backwash returned to sea carrying a deadly cargo of detri-
tus material and deposited on coral reef. Siltation led to choking and death 
of the live coral reefs. The effects of coastal pollution, added to raw sew-
age released by the disaster, could further harm coral habitats and threaten 
already depleted fish stocks. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

island reef. The pre-tsunami map (C) shows coral reef (R) surrounding the Senti-
nel Island. During Post-tsunami (D) the entire reef is covered with sand (S) and 
detritus (De) 

 
The coral reef ecosystems are susceptible to damage from natural haz-

ards such as tsunamis. They can be physically damaged and/or broken or 
covered with debris and sediment resulting in increased risk for marine in-
vasions (IUCN 2005). Observations from satellite data also revealed two 
main kinds of damage to coral reefs, viz., i) total erosion or breaking up of 

damage from the breaking waves, and ii) backwash damage – physical 
damage and physiological stress from materials and debris carried back 
over the reefs by the receding backwash off the land. The erosion of reefs 
can be explained due to wave damage and the degradation of reefs is due 
to backwash damage 

The depositions prove to be as harmful as the erosion itself. Depositions 
led to blocking of the living corals resulting in their death. The detritus on 
reefs (that is the organic material) may also prove to be a favorable ground 

4 
Jan 05 

16 
Dec 04 

C D 
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Fig. 2B. The damage to coral reef due to backwash is clearly seen on the Sentinel 

reefs (Fig. 2A), and ii) deposition of sand, mud and detritus on reef 
(Fig. 2B). These two types of damage are in confirmation with the damage 
indicators of reef relevant to the tsunami, viz., i) wave damage – physical 



for the growth of filamentous algae and thick turf/fleshy macro-algae re-
sulting in further degradation of these reefs.  

The coral reefs of the Andaman and Nicobar group of islands are of 
fringing type with narrow reef flat in most of the places. The western side 
of the Islands has coral reef running intermittently for about 350 km.  The 
Andaman and Nicobar Group of Islands sunk between 1 and 4 m and as a 
consequence large land areas have been submerged and are now to be 
found at 1 to 4 m depth. Many parts of the Andaman Islands have been up-
lifted causing large parts of reefs exposed (Kulkarni, 2005). As a conse-
quence, a total loss (erosion) of 23000 ha of Andaman coral reefs and 
17200 ha of Nicobar reefs as a result of tsunami was observed. About 6700 
ha area in Andaman reefs and 6140 ha in Nicobar reefs is now covered 
with backwash. 

The erosion to reefs is more pronounced in the Nicobar group of islands. 
The reefs of most islands mostly occupied the eastern side of the island. 
Coastal subsidence and high intensity waves along with nearness of these 
reefs to the epicenter may explain the massive erosion of these reefs. 
Maximum physical damage has been recorded in the reef edge region 
where even the massive Porites colonies have been upturned and damaged. 
Branching Acropora colonies have been broken. Earthquake has caused 
about 15 – 60 cm wide and 80 – 100 m long cracks in the massive live and 
dead coral to reef slope.  

Sand deposition on the reef, detritus and mud on the reef are indicators 
of degrading/degraded reefs. All the reefs of the Nicobar group of islands 
have suffered pronounced deposition of sand, detritus and mud. Siltation 
was observed on the top of massive corals like Porites sp in reef flat areas, 
and a thin deposit of micro algae (about 30 %) was observed in recently 
dead coral due to tsunami. Sand has deposited on 1300 ha of reef and detri-
tus covers 1200 ha of reef area in the Nicobar Islands after tsunami. The 
deposits could be as thick as 1 m. 

It was observed that the reef slope and reef edge have lost their live 
coral cover more as compared to the reef flat region. The Acropora sp and 
branching corals have undergone most damage (40% damage) compared to 
massive Porites. Similarly damage to soft corals and fragile members of 
the reefs of Sri Lanka, Seychelles, Maldives, etc., due to the tsunami was 
also observed (IUCN, 2005, UNEP, 2005). 

The impact of tsunami has been observed in the coastal region in the 
Gulf of Mannar (south-east coast). However, no significant impact was no-
ticed on reefs, associated habitat and resources in the Gulf of Manner ex-
cept minor transitional damages.   Fine sand deposited (4-6 cm) in almost 
all cup corals has been observed in the mainland patchy reef after tsunami. 
Generally, 25-30% of cup corals in this area are now filled with fine sand 
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(layers of 1-2 cm). Few table corals were tilted and branching corals were 
found to be broken. No impact on reef associated fishes, crustaceans and 
mollusks have been observed.  

3.6 Coastal landforms /wetlands 

The major coastal landforms/wetland features, which have been affected 
by tsunami, include beach, spits, sand dune, mud flat, tidal inlet, estuary, 
cliff, etc. A rapid assessment of damages to these systems has been made.   

Beach ridges offers protection against flooding during freak high waves 
and wave set up due to long period and well grouped waves. Sandy 
beaches are the natural protection to the coasts and also the major area for 
the activities of the coastal communities. Most beaches/sandy areas were 
affected. They have been either washed away or sand was deposited on 

 
 
 
 
 
 
 
 
 
 
                                           A                                                     B  
 

during pre-tsunami (A) period has been eroded post tsunami (B) image shows 
mud deposition (M) 

 
Nesting beaches of the Nicobar group of islands have almost vanished 

as all these islands have gone down by 1-3 m. Every year, November to 
April is the nesting season for one of the species of the endangered leath-
erback turtles that visit the Great Nicobar Island and the Little Nicobar 
beaches, with the nesting peaks between December and January. As tsu-
nami occurred during this period and the nesting beaches have been fully 
swept away from the shore, one generation of turtles would have been 
probably killed. Further nesting along these coasts may be nearly impossi-
ble as all these nesting beaches are now under sea.  

21/16 Dec 04 28 Jan 05 
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backshore areas and changed the beach configuration (Figs. 2A and 3). 
The details are given in Table 4. 

Fig. 3. Beach (Be) making up the shoreline of the bay south of Katchal island 



On the mainland coast, the sediment from the beach was washed further 
landward in many places. Sediments got accumulated landward of back-
shore in almost all tsunami affected areas. Near Pulicat Lake, huge amount 
of shells have been deposited about 10 m from shoreline. The sand washed 
landward of backshore is almost lost to the beach. In many cases, the com-
position of beach sands has changed, e.g. white and coarser beach sand has 
changed to finer and black coloured sticky sand. The impact on beaches 
would be of transitional nature. These would reform within a short period 
of time. The deposition of heavy minerals, mainly ilmenite and garnet, 
were seen along parts of the south-east (Fig. 4) and the south-west coasts. 
They have been deposited up to 25 m from the shore. It was observed that 
generally coarser sand has been replaced by finer but heavier sand. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Beach sand (black) washed landward of backshore at Alappad, Kola (Kerala) 
 
Barrier islands/spits run parallel to the mainland coast but are separated 

from the mainland by lagoons and bays. They act as a sediment buffer for 
coastal protection and habitat for beach and inter-tidal organisms. The 
tsunami impact was severe at on the south-west coast. In many places 
barrier islands/beaches were breached opening new connections in the 
lagoon. The tsunami water overflowed across the barrier beaches in a 
number of locations along the south-east coast. 
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Breaching of permanent nature can induce shoreline changes. The 
breaching of barrier systems introduced high salinity to the backwater, 
which will have an impact on the brackish-water inhabitants (organisms). 
The ground water table also affected due to salinity intrusion. The impacts 
would have a long-term effect especially with respects to the contamina-
tion of the ground water table.  

Sand dunes provide a physical barrier against storm waves, reducing the 
risk of flooding for nearby properties. These act as sand reserve for coastal 
stability. These are the habitats for many plants and animals and provide 
protection and shelter for supply and recharge of fresh water. Sand dunes 
are present along ports the south-east coast and along the south-west coast. 
Removal of sand and also deposition of sand on the backshore has been 
witnessed due to tsunami. The impact of tsunami on coastal sand dunes 
was severe along the south-east coast. Dunes were damaged along the 
south-west coast. Along this stretch, where man has tempered the dunes, 
and the damages were substantial. Damage to coastal properties was very 
less in places wherever dunes were present. Sand dunes have helped re-
duce the impact of the tsunami and this has helped protect the nearby set-
tlements from being destroyed. 

The loss of dunes will make the coastal communities more vulnerable to 
the hazards of coastal erosion and other episodic events. This will also re-
duce the fresh water recharge of groundwater table. Sand-binding plants 
play an important role in the formation, development and maintenance of 
dunes. Replanting of dune vegetation will help regeneration of dunes over 
a long period. Mining or tampering with the dune system should be totally 
banned. Development of artificial dunes will also stimulate dune regenera-
tion.  

Mudflats are formed by the deposition of finely inorganic material and 
organic debris in particulate form, which has been held in suspension in 
the sea or in estuaries. This environment is no less rich in invertebrate life 
than other littoral habitats. Moreover, mudflats possess special significance 
because they are the main feeding medium for many wading birds and 
wildfowl, which congregate on the coast in great numbers during migra-
tion periods and in the winter months. Other than being fishing and nursery 
grounds, these also act as sinks in controlling floods. 

The mudflats present in all other sheltered regions have been signifi-
cantly increased on all islands of the Andaman and Nicobar Group of Is-

the south-east coast. In many locations, mudflats were covered with sand. 
However, along the south-west coast this was limited. The damages to 
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lands (Figs. 1B, 2A and 5). The increase in area is also due to destruction 
of mangroves. The effect on mudflats was substantial in many places along 



mudflats have an impact on livelihood activities due to its effect on fishing 
and breeding/nursery grounds. The system will recoup within a few years. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

map of post-tsunami (B). Pre-tsunami (A) the area was forested land. The saline 
area (SA) as increased along with mud depositions (MF). 

 
Tidal inlets play an important role in coastal ecosystems facilitating 

mixing of water, sediments, nutrients and organisms between terrestrial 
and marine environments. These are also the water routes across the coast 
for ships between harbours and the open sea. Tidal inlets such as lagoons 
and estuaries are highly productive ecosystems. Many species migrate into 
lagoon/estuarine system to feed, thereby taking advantage of the consider-
able production of organic matter and the lack of competing species. The 
major damages to tidal inlets were noticed along the south-east & south-
west coast at few places. In many locations the tidal inlets, which were 
closed (usual characteristic of fair-weather season) got opened, e.g. Adyar 
estuary (Fig. 6). In some estuaries, the mouths have closed after tsunami. 
No permanent damages to livelihood activities are expected. The tidal 
inlets will regain its positions naturally. The shift in the location of tidal 
inlets can induce to shoreline changes. It requires further investigations to 
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Fig. 5. The inundation of seawater landward (      ) is seen in the Great Nicobar 



understand whether the breaches are permanent and to assess the possibil-
ity of enhanced shoreline changes. 
 

 
 

opened up after tsunami (B). 
 
The lagoon systems in all the affected areas on south-west coast were 

contaminated by highly saline water over wash or through new openings 
due to breaching of barrier beaches. There is also a possibility of a de-
crease in the depth due to the wash over of beach and near shore sedi-
ments. The survey indicated no marked changes in the Pulicat lake ecosys-
tem. Only marginal sand deposition was observed. Further investigations 
are required for its long-term impacts on the livelihood activities. 

Large tracts of land have become saline. It is especially noticeable in the 
South Andaman Island, Port Blair area and Great Nicobar (Fig. 5). The de-
tails are given in the Table 8. 

3.7 Shoreline 

The satellite images clearly show the shoreline changes. This study indi-
cates that the shoreline along with the high tide line and low tide line has 
undergone noticeable changes in several areas (Fig. 7).  
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Fig. 6. The closed tidal inlet of Adyar estuary during pre-tsunami (A) period  has 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Ground photograph of Aerial Bay, Diglipur in Andaman, shows the shift in 
shoreline after the episodic event. 

 
The following types of shoreline change were noticed along the south-

east coast. 
• Regression of shoreline varying from 5–15 m  
• Advancement of shoreline varying from 1-250 m, e. g. near Thiruvan-

maiurkuppam and Reddiarpetta (~ 50 m), near Injabamkkam (~ 5 m),  
• Development of new sand bars, e. g. in the Vellar river 
• Erosion of sand bars  

3.8 Forest 

In the Andaman group of islands (Andaman District), no detectable change 
in forest cover was observed except in the Little Andaman Island where 
loss of 250 ha of forest cover has been assessed. In the Nicobar group of 
Islands significant damage in forest cover was detected. The results of the 
assessment are given in Table 4. An interesting observation made during 
the study was that changes in forest cover were more pronounced on west-
ern side of most of the islands than on the eastern side, which faced tsu-
nami waves directly. 
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3.9 Conclusions and recommendations  

The use of satellite data has facilitated a quick assessment of damage to the 
ecosystems of the Andaman and Nicobar Islands and mainland coast. 
AWiFS images are radiometrically better with 10 bits quantization level 
and LISS III data has 7 bits quantization level. It is mainly because of the 
better radiometry that the AWiFS data in spite of the coarser resolution 
could be used to assess the damage at the habitat level of the narrow 
coastal zone. The satellite data provided a record of damage assessment 
which was a vital input for estimating of the damage of type and magni-
tude, as well as recovery status, to plan for mitigation and restoration ac-
tivities.  

The reefs of the islands were in good condition prior to tsunami (Bahu-
guna and Nayak, 1998, Nayak, et al. 2003). These reefs have been most 
severely affected by the tsunami waves. The coral reefs have suffered ero-
sion and also damage due to backwash. The erosion is most severe among 
the Nicobar reefs. Backwash has mainly resulted in deposition of sand, de-
tritus (organic matter) and mud on the reefs. Reefs may recover from dam-
age due to backwash when material gets washed out in due course of time. 
Long-standing deposition may cause irreversible damage to the reefs.  

The sea facing mangroves have broken up or been uprooted. The shel-
tered mangroves have suffered less damage and have been degraded due to 
inundation. Long inundations of stagnant water cause death and decay of 
mangroves. The species harboring pneumatophores, knee roots, etc., 
(Avicennia, Bruguiera) may die a quicker death even in shorter durations 
of inundation as compared to aerial roots mangroves (Rhizophora). It has 
been noted that coasts harboring Rhizophora have not suffered less dam-
age due to tsunami. The mangroves that have suffered loss due to land 
slumping are lost forever. Changes are expected in community structure as 
a result of tsunami.  

The state of ecosystem affects directly the coastal communities as their 
livelihood is dependant on the resources provided by these ecosystems. 
The fishery has been adversely affected. The other major impact was lim-
ited availability of ground water as most groundwater resources turned sa-
line. Many crop lands turned saline and became unproductive. 

The other major impact was on some of endangered species such as 
saltwater crocodiles, leather-back turtles and Megapode bird as their habi-
tat was lost. This damage is long-term and would take several years before 
habitats are restored. We need to develop multipurpose strategies incorpo-
rating the resilience of natural systems. It is quite possible that recovery 
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can occur at a slow rate although composition and structure may change 
depending upon highly variable natural conditions. 
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4. Increasing the Use of Geospatial Technologies 
for Emergency Response and Disaster 
Rehabilitation in Developing Countries 

David Stevens 

Abstract 

This paper discusses the notable increase in the availability of space-based 
data and information to support emergency response, and to a lesser extent 
disaster rehabilitation and preparedness, and the need to ensure that devel-
oping countries are able to access and use space-based technologies (earth 
observation and meteorological satellites, communication satellites and 
global navigation satellite systems) for risk reduction and disaster man-
agement.  

Major initiatives that are helping developing countries are outlined such 
as the work carried out by the United Nations Office for Outer Space Af-
fairs, the creation of the International Charter Space and Major Disasters, 
and the work carried out by the Committee on the Peaceful Uses of Outer 
Space (COPUOS). This last effort led to the United Nations General As-
sembly establishing, on 14 December 2006, the United Nations Platform 
for Space-based Information for Disaster Management and Emergency Re-
sponse (UN-SPIDER) as a program of the United Nations Office for Outer 
Space Affairs.  

The paper concludes by stating that even though there has been an in-
crease in the number of international initiatives and the establishment of a 
global coordinating platform there is still a need for national institutions 
that have competence in the use of geospatial technologies to step forward 
and take a leading role in helping end-users incorporate such solutions in 
their daily operations. 

4.1 Introduction 

The notable increase in the availability of space-based data and informa-
tion to support emergency response and to a lesser extent disaster rehabili-
tation and preparedness in developing countries is relatively recent, having 



occurred after the Third United Nations Conference on the Exploration and 
Peaceful Uses of Outer Space (UNISPACE III), which took place in 1999. 
This United Nations Conference highlighted the need to help developing 
countries have access and use space-based technologies (earth observation 
and meteorological satellites, communication satellites and global naviga-
tion satellite systems) for risk reduction and disaster management. The 
recognition of this need led to a number of international initiatives that to-
gether have been successfully contributing to helping developing countries 
access and use space-based information for disaster management and 
emergency response, such as, the work carried out by the United Nations 
Office for Outer Space Affairs, the creation of the International Charter 
Space and Major Disasters, and the work carried out by the Committee on 
the Peaceful Uses of Outer Space (COPUOS), which led to the United Na-
tions General Assembly establishing, on 14 December 2006, the United 
Nations Platform for Space-based Information for Disaster Management 
and Emergency Response (UN-SPIDER) as a program of the United Na-
tions Office for Outer Space Affairs. Even with the increase of the number 
of international initiatives and the establishment of a global coordinating 
platform there is still a need for national institutions that have competence 
in the use of geospatial technologies to step forward and take a leading role 
in helping end-users incorporate such solutions in their daily operations. 

4.2 Geospatial technology solutions 

Earth observation satellites have demonstrated their utility in providing 
data and information for a wide range of applications in disaster manage-
ment (Tralli et al. 2005). Pre-disaster uses include risk analysis and map-
ping; disaster warning, such as cyclone tracking, drought monitoring, the 
extent of damage due to volcanic eruptions, oil spills, forest fires and the 
spread of desertification; and disaster assessment, including flood monitor-
ing and assessment (Zhang et al. 2002), estimation of crop and forestry 
damages and monitoring of land use/change in the aftermath of disasters. 
Remotely sensed data also provide a historical database from which hazard 
maps can be compiled, indicating which areas are potentially vulnerable. 
Information from satellites is often combined with other relevant data in 
geographical information systems (GIS) in order to carry out risk analysis 
and assessment. GIS analytical tools can be used to model various hazard 
and risk scenarios for planning the future development of an area. 

Meteorological satellites can monitor weather patterns, detect and track 
storms and monitor frosts and floods. Derived products are produced 
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routinely several times per day, many of them focused on particular hazard 
events. Tracking sequences of tropical cyclone images from geostationary 
satellites as well as storm intensities and atmospheric winds derived from 
these images provide vital information for forecasting landfall, thus con-
tributing to saving lives.  

Global navigation satellite systems (GNSS) provide accurate position, 
velocity and time information that is readily accessible at ground level to 
anyone with a receiver, enabling the collection of data to support risk re-
duction and emergency response activities. Communication satellites are 
geo-stationary satellites that enable the setting up of emergency communi-
cation channels and are being used increasingly by all those responding to 
an emergency. Restoring communication in disaster stricken areas is usu-
ally the first priority when responding to an emergency. Additionally, there 
is a need to receive information from and send information to the various 
emergency response teams working in the field, including large data files 
such as maps and satellite images. 

4.2.1 World conference on disaster reduction 

The importance of space technology to support disaster preparedness was 
recognized at the World Conference on Disaster Reduction, held in Kobe, 
Japan, in January 2005. Representatives from 168 countries recognized the 
contribution of space technology to disaster reduction and emphasized the 
need to incorporate space-based services routinely to support risk reduc-
tion. The Conference was the largest gathering ever of the disaster com-
munity, totaling 4,000 participants in the plenary activities and the the-
matic sessions and around 40,000 people in the public segment. A list of 
commitments is set out in the main document produced, the ‘Hyogo 
Framework of Action 2005-2015: Building the Resilience of Nations and 
Communities to Disasters’, which was endorsed by the Governments at the 
Conference and adopted by the General Assembly in 2005 (United Na-
tions, 2005a). 

The Secretariat of the International Strategy for Disaster Reduction 
(ISDR) is working on the implementation of the Hyogo Framework, which 
is seen as the international roadmap for disaster risk reduction over the 
next 10 years. The Hyogo Framework recognizes the need to ‘promote the 
use, application and affordability of recent information, communications 
and space-based technologies and related services, as well as earth obser-
vations, to support disaster risk reduction, particularly for training and for 
the sharing and dissemination of information among different categories of 
users’. 
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4.2.2 UNISPACE III 

Under the theme ‘Space benefits for humanity in the twenty-first century’, 
UNISPACE III was held in Vienna from 19 to 30 July 1999. The most im-
portant result of this United Nations Conference was the adoption of the 
Vienna Declaration on Space and Human Development (United Nations, 
2000) in which 33 specific actions were recommended that should be car-
ried out to enable space technologies to contribute to the global challenges 
of the new millennium. One of the recommendations put forward was 
the need ‘to implement an integrated, global system, especially through 
international cooperation, to manage natural disaster mitigation, relief 
and prevention efforts, especially of an international nature, through Earth 
observation, communications and other space-based services, making 
maximum use of existing capabilities and filling gaps in worldwide satel-
lite coverage’. 

The recognition of this need has led to a number of international initia-
tives that together have been successfully contributing to helping develop-
ing countries access and use space-based technology solutions for disaster 
management and emergency response, such as, the work carried out by the 
United Nations Office for Outer Space Affairs, the creation of the Interna-
tional Charter Space and Major Disasters, and the work carried out by the 
Committee on the Peaceful Uses of Outer Space (COPUOS). 

4.3 Building a strategy 

Building upon the priorities established as a result of UNISPACE III, the 
United Nations Office for Outer Space Affairs (UNOOSA) organized a se-
ries of regional workshops on the use of space technology for disaster 
management between 2000 and 2004, bringing the results of these regional 
workshops to a final international workshop, which was held in Munich, 
Germany, in October 2004. At that meeting, a total of 170 participants 
from 51 countries defined a global strategy that would contribute to help-
ing developing countries gain access to and learn how to use space tech-
nology for disaster management, a strategy put forward as ‘The Munich 
Vision: a Global Strategy for Improved Risk Reduction and Disaster Man-
agement Using Space Technologies’ (United Nations, 2005b).  

Participants at the Munich workshop recognized that space-based tech-
nologies such as Earth observation satellites, communication satellites, 
meteorological satellites and GNSS played an important role in risk re-
duction and disaster management, and put forward a number of recogni-
tions and recommendations in the areas of capacity development and 
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knowledge-building; data access, data availability and information extrac-
tion; enhancing awareness; and national, regional and global coordination. 

With regard to capacity development and knowledge building partici-
pants recognized that it was the responsibility of the space technology 
community to reach out to understand the specific needs of the user com-
munity and develop end-to-end solutions that meet their requirements. Fur-
thermore, there was a need for continuous education and training in space 
science and technology (at the technical, institutional and decision-making 
levels) and the development and consolidation of national and regional ex-
pertise. 

The discussion on data access and availability and information extrac-
tion concluded that there is limited or no mechanisms in place to make 
data rapidly available at all decision levels during disaster response and 
when data are available it is not always in a ‘user friendly’ format. Partici-
pants recommended the development of standards for information extrac-
tion from remotely sensed data and disaster mapping procedures, which in 
turn would foster better understanding and acceptance of space-based in-
formation by civil protection and disaster relief communities. 

Finally, the discussion on the need to enhance awareness led to the rec-
ognition of the need to create awareness among national and international 
stakeholders that the incorporation of space-based solutions reduces risk 
and vulnerability and are cost effective. Furthermore, lessons learned from 
the application of space-based technologies for the mitigation of hazards 
should be disseminated to the public, beginning with school children and 
including the scientific community and the media. Additionally, institu-
tions within each country that use space technology should take on the re-
sponsibility to periodically carry out activities that contribute to raising 
awareness, such as promoting World Space Week (held 4-10 October an-
nually). 

Participants agreed that at the national level, institutions within a coun-
try should be responsible for coming together to define actions to be car-
ried out collectively, with the appropriate space technology institutions re-
sponsible for taking the lead. Particular attention should be given to the 
local communities, involving local leaderships and grassroots organiza-
tions. 

At the regional level, interested international, regional and national in-
stitutions should come together to advance the actions that are relevant to 
the region as a whole. At the global level, participants recognized the im-
portance and urgent need of the coordination entity, which should be seen 
as a one-stop shop for knowledge and information sharing (best practices) 
and also as a platform for fostering alliances. 
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In fact, the establishment of such a global coordinating mechanism was 
one of the leading discussion topics taking place at COPUOS and its Sci-
entific and Technical Subcommittee. 

4.4 Establishing the UN-SPIDER Program 

4.4.1 COPUOS 

Following UNISPACE III, COPUOS agreed to establish action teams 
composed of interested Member States in order to implement the recom-
mendations agreed to in ‘The Vienna Declaration’. One of the action teams 
established focused on disaster management. This Action Team on Disas-
ter Management was co-chaired by Canada, China and France, with the 
United Nations Office for Outer Space Affairs providing substantive assis-
tance and secretariat services. The Action Team brought together 41 
Member States and 13 intergovernmental and non-governmental organiza-
tions. 

In its final report to COPUOS this Action Team made a number of rec-
ommendations, including the recommendation that an international space 
coordination body for disaster management should be established. Its rec-
ommendations, including the recommendation to establish such a coordi-
nating body, were included in the report of the Committee on the Peaceful 
Uses of Outer Space on the five-year review of the implementation of the 
recommendations of UNISPACE III submitted to the United Nations Gen-
eral Assembly at its fifty-ninth session (United Nations, 2004). 

Subsequently, at the request of the United Nations General Assembly, 
an ad hoc expert group was established in February 2005 bringing together 
experts from 26 Member States and from five specialized agencies of the 
United Nations and non-governmental organizations to continue the work 
of the Action Team by carrying out a study on the possibility of creating 
an international entity to provide for coordination and the means of realis-
tically optimizing the effectiveness of space-based services for use in dis-
aster management. This ad hoc expert group finalized its report early 2006 
and presented it to COPUOS for its review during its forty-ninth session in 
June 2006.  

4.4.2 The UN-SPIDER Program 

The ad hoc expert group identified a number of important space-related 
initiatives, either ongoing or planned, that could support different phases 
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of disaster management (i.e. risk reduction, prevention, mitigation, early 
warning, relief and rehabilitation), such as the Global Earth Observation 
System of Systems – GEOSS, the International Charter ‘Space and Major 
Disasters’, the Integrated Global Observing Strategy Partnership - IGOS-P, 
the Global Monitoring for Environment and Security - GMES and Sentinel 
Asia. A number of additional relevant initiatives such as RESPOND of the 
Global Monitoring for Environment and Security, Map Action and Global 
Map Aid were also identified.  

The ad hoc expert group concluded, however, that gaps existed in the 
awareness of the disaster management community of the availability of 
such resources, in knowledge of how to access them and in the capacity to 
use them, also finding that these activities are driven by different man-
dates, often with a focus on specific disaster phases or types of crisis. 
There is no single, global coordination mechanism to implement an inte-
grated disaster monitoring system that makes maximum use of available 
space technologies and services for the full disaster management cycle as 
called for in ‘The Space Millennium: Vienna Declaration on Space and 
Human Development’.  

The experts concluded that because such a coordination mechanism is 
needed an entity should be created with the following mission statement: 
‘Ensure that all countries have access to and use all types of space-based 
information to support the full disaster management cycle’.  Furthermore, 
the ad hoc expert group recommended that such an entity be implemented 
as a program of the United Nations Office for Outer Space Affairs. The 
proposed name of the new program is: ‘United Nations Platform for 
Space-based Information for Disaster Management and Emergency Re-
sponse (UN-SPIDER).’ 

Subsequently the United Nations General Assembly agreed to establish  
UN-SPIDER, on 14 December 2006, as a program within the United Na-
tions to provide universal access to all types of space-based information 
and services relevant to disaster management by: being a gateway to space 
information for disaster management support; serving as a bridge to con-
nect the disaster management and space communities; and, being a facilita-
tor of capacity-building and institutional strengthening.  

The UN-SPIDER program is being implemented by the Vienna-based 
United Nations Office for Outer Space Affairs (UNOOSA) and addition-
ally the new program will also have offices in Beijing (China) and Bonn 
(Germany) as well as a Liaison Office in Geneva (Switzerland). 

Furthermore UN-SPIDER will work closely with end-users, particularly 
in developing countries, through the consolidation of a network of regional 
support offices (hence the appropriateness of the chosen acronym), build-
ing upon the commitments being provided by many countries and thus en-
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suring that regional and national centers have a strong role in their respec-
tive region. 

4.5 Building upon existing initiatives 

In 1999 when UNISPACE III delegates first highlighted the need for a 
space-based disaster management support system, the first thought was 
that there was the need for a dedicated global and coordinated system to be 
designed, built, launched and made operational with the support of inter-
ested countries. The fact is since then several initiatives have already 
started providing support to specific phases of the disaster management 
cycle (mostly though the response phase) and for specific geographic re-
gions and countries. Additionally, several initiatives are working on coor-
dinating the existing and planned space-based assets.  

As the experts of the ad hoc expert group concluded, and as had already 
been put forward by the participants of the Munich workshop, what is 
missing now is a coordinating entity that brings together the disaster man-
agement and the geospatial communities. UN-SPIDER will be this coordi-
nating entity, helping developing countries take advantage of existing ini-
tiatives such as the ones described below. 

4.5.1 The International Charter Space and Major Disasters 

An example of an initiative specific to a particular phase of the disaster cy-
cle is the Charter on Cooperation to Achieve the Coordinated Use of Space 
Facilities in the Event of Natural or Technological Disasters (the Interna-
tional Charter ‘Space and Major Disasters’). At UNISPACE III, a proposal 
to create a charter that would provide a unified system of space data acqui-
sition and delivery to those affected by natural or man-made disasters 
through authorized users was put forward by the European Space Agency 
(ESA) and the Centre national d’études spatiales (CNES) of France, who 
signed the Charter in June 2000, with the Canadian Space Agency signing 
the Charter shortly after. Currently the Charter has expanded to ten mem-
bers.  

By the end of 2007, the Charter had been activated over 150 times in re-
sponse to landslides, oil spills, floods, volcanic eruptions, forest and bush 
fires, earthquakes, storms and hurricanes, the Indian Ocean tsunami, the 
massive earthquake in India and Pakistan and even for hurricane Katrina in 
the United States. Specifically during the Indian Ocean tsunami, the Char-
ter was activated a total of three times: firstly by India (through the Indian 
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Space Research Organization - ISRO) for its own territory, by the French 
Civil Protection Agency for Sri Lanka and finally by the United Nations 
Office for Outer Space Affairs for Indonesia and Thailand. This unified 
system played a major role in the aftermath of the Indian Ocean tsunami, 
having made available over 200 satellite images of the impacted areas to 
the emergency response efforts 

The activation of the Charter by the United Nations, a total of 43 times 
by the end of 2007, has been made possible because the United Nations 
Office for Outer Space Affairs was accepted as a Cooperating Body to the 
Charter in March 2003, a mechanism through which the United Nations 
system can request imagery from Charter members by faxing in requests 
for imagery to support emergency disaster response situations. The Charter 
has successfully demonstrated the importance and the benefit of receiving 
timely satellite-based information to support emergency response. The 
need now is to expand this opportunity to the vast majority of countries 
that still cannot access the Charter due to the current activation rules of the 
Charter members. 

4.5.2 GEOSS 

One recent effort that is seeking comprehensive coordination and political 
commitment to guarantee the wide incorporation and use of space-based 
technology products and solutions is the 10-year implementation plan for a 
Global Earth Observation System of Systems (GEOSS) put forward by the 
intergovernmental Group on Earth Observations (GEO). The plan summa-
rizes the steps that should be taken over the next decade by a growing 
community of nations and intergovernmental, international and regional 
organizations to put GEOSS in place. GEOSS will contribute to the estab-
lishment of the capacity to continuously monitor the state of the Earth, in-
creased understanding of dynamic Earth processes, enhanced prediction of 
the Earth system and further implementation of international environ-
mental treaty obligations. The plan includes consideration of the need for 
coordination of a wide range of space-, air-, land- and ocean-based envi-
ronmental monitoring platforms, resources and networks—at present often 
operating independently.  

The 10-year implementation plan recognizes disasters as one of the 
main areas that would benefit from such a coordination effort, contributing 
to reducing loss of life and property from natural and human-induced 
disasters. The implementation of GEOSS will bring a more timely 
dissemination of information through better coordinated systems for 
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hazard monitoring, prediction, risk assessment, early warning, mitigation 
and response at the local, national, regional and global levels. 

4.5.3 GMES 

Similarly, the Global Monitoring for Environment and Security (GMES) is 
a joint initiative of the European Commission and ESA, designed to estab-
lish a European capacity for the provision and use of operational informa-
tion for global monitoring of the environment and security. The overall 
aim of GMES is to support Europe’s goals regarding sustainable develop-
ment and global governance, in support of environmental and security 
policies, by facilitating and fostering the timely provision of high-quality 
data, information and knowledge, by means of three components: a part-
nership of key European actors, a European shared information system and 
a mechanism for permanent dialogue. By 2008 the foundations and the 
structuring elements of the European capacity for GMES should be in 
place and operating. 

4.5.4 IGOS-P 

The Integrated Global Observing Strategy Partnership (IGOS-P) is an in-
ternational partnership, established in June 1998, which brings together a 
number of international organizations concerned with the observational 
component of global environmental issues, from a research point of view 
as well as from an operational perspective. The IGOS GeoHazards Theme 
is a combined initiative of three IGOS members, UNESCO, the Committee 
on Earth Observation Satellites (CEOS) and the International Council for 
Science. It intends to respond to the scientific and operational information 
needs related to the prediction and monitoring of geophysical hazards, 
namely earthquakes, volcanoes and ground instabilities. The main goal of 
the initiative is to investigate and develop an integrated observational 
strategy that would greatly enhance the operational and research capabili-
ties of end-user agencies involved in mitigation of geohazards at the local, 
national and regional levels. 

4.5.5 Sentinel Asia 

Sentinel Asia is a regional cooperation project, with strong commitment 
from the Japanese Aerospace Exploration Agency (JAXA) and the partici-
pation of many international organizations, including the United Nations 
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Office for Outer Space Affairs, which aims at supporting the Asia-Pacific 
region to have access and use space-based products to support disaster 
management activities. 

Through Sentinel Asia participating institutions from within the region 
are able to access data from the Japanese Advanced Land Observing Satel-
lite (DAICHI) to support emergencies as well as access other widely avail-
able satellite data for fire and flood monitoring. The project also provides 
capacity building to these institutions so they are able to use such data and 
information for disaster management. 

4.5.6 Constellation of disaster monitoring satellites 

South Africa is planning to launch its first low earth orbiting satellite for 
disaster monitoring and other purposes. The satellite, named Sumbandila, 
which in local Tshivenda language means ‘lead the way’, will have a total 
cost of 3.7 million U.S. dollars, will weigh only 80 kg and be about 1.8 
meters long (Africast, 2006). This reflects the trend towards a constellation 
of smaller satellites, which will contribute to the densification of satellites 
in space increasing the number of watchful eyes, and diminishing signifi-
cantly the revisit time over any spot on the planet. 

Once such constellation of 5 satellites already provides a daily revisit to 
any part of the globe: the Disaster Monitoring Constellation (DMC). The 
satellites, belonging to five countries (Algeria, China, Nigeria, Turkey and 
the United Kingdom), have already demonstrated the importance of daily 
revisit during several recent major disasters. Similarly there are other ini-
tiatives such as the Italian COSMO-SkyMed (Constellation of Small Satel-
lites for Mediterranean basin Observation) and the disaster monitoring 
constellations to be launched by China and also the Russian Federation. 

There is, and will continue to be, an increasing amount of space-based 
information being made available to the disaster management community. 
Initiatives such as GEOSS, GMES, IGOS-P and Sentinel Asia are helping 
the space community organize themselves to be able to take on a stronger 
role in solving the problems of the planet, including the increasing number 
of disasters. Initiatives such as the International Charter Space and Major 
Disasters and the existing Disaster Monitoring Constellation are coordinat-
ing existing space-based sensors so as to provide on demand access to 
space-based information for emergency response. But there is still the need 
to help the end user transform such information into usable products and 
incorporate these products into their activities.  

Indeed, the Charter has made Earth observation data available to emer-
gency relief teams, but an analysis of the impact of the data provided has 
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shown the need for a full range of end-to-end services, including data 
processing and interpretation and not only satellite imagery. Several initia-
tives are filling that gap, such as RESPOND and the facility for the Center 
for Satellite Based Crisis Information (ZKI) of the German Aerospace 
Center (DLR). 

4.5.7 Providing value-added services 

RESPOND is an alliance of European and international organizations 
working with the humanitarian community to improve access to maps, sat-
ellite imagery and geographical information. RESPOND works during all 
phases of the disaster cycle where geographical information helps deploy 
humanitarian and development aid, paving the way for a set of sustainable 
services. It has been set up to identify the space-based information that is 
regularly used by humanitarian agencies when anticipating or responding 
to disasters. In addition to base mapping and satellite-derived information, 
RESPOND is also committed to supporting training, providing support 
services and infrastructure, forecasting and alert services, thus covering a 
large part of the disaster management cycle. The services are intended to 
respond to slow-onset disasters such as famine and desertification, as well 
as to sudden emergencies such as tsunamis, earthquakes and floods. 

ZKI is a service of the German Remote Sensing Data Center (DFD) of 
DLR. It is responsible for providing rapid acquisition, processing and 
analysis of satellite data and the provision of satellite-based information 
products on natural and environmental disasters, for humanitarian relief 
activities, as well as in the context of civil security. The analyses are tai-
lored to meet the specific requirements of national and international politi-
cal bodies as well as those of humanitarian relief organizations. 

4.6 Supporting end users 

The Tsunami that swept through Southeast Asia late 2004 clearly demon-
strated that space-based data and information are increasingly being made 
available to support emergency response. But it also demonstrated that de-
veloping countries still do not have wide access and do not know how to 
use such data and information, not only during the response phase, but also 
during the more important preparedness phase of the disaster cycle, which 
invariably results in unnecessary loss of life and property when disaster 
strikes.  
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4.6.1 Taking the leading role 

The UN-SPIDER Program is playing a major role in helping developing 
countries access and use all types of space-based information to support 
the full disaster management cycle. It is doing this by being a gateway to 
space-based information for disaster management support, by being a 
bridge that connects the disaster management and space communities and 
by being a facilitator of capacity building and institutional strengthening. 
But ultimately the responsibility for ensuring that UN-SPIDER is success-
ful at the local level will fall upon the national institutions that step for-
ward and take the lead. 

The Program is working closely with National Focal Points (NFPs) that 
are nominated by their respective Governments, in the implementation of 
risk reduction and emergency response activities and projects identified in 
conjunction with these NFPs. But ultimately the responsibility to ensure 
that each country takes advantage of existing space-based technology solu-
tions will fall upon the existing relevant national institutions.    

Even with the increase of the number of international initiatives and the 
establishment of a global coordinating platform there is still a need for na-
tional institutions that have competence in the use of geospatial technolo-
gies to step forward and take a leading role in helping end-users incorpo-
rate such solutions in their daily operations. 

 
These national institutions have to take a leading role and ensure: 

• Systematic compilation of relevant geospatial data and information or 
information on where such data and information can be obtained. 

• Compilation of risk information at the national level by disaster theme 
and the development of national vulnerability assessments with the sup-
port of geospatial technologies. 

• Awareness raising and outreach activities contributing to helping end-
users understand the importance of incorporating space-based technol-
ogy solutions in risk reduction and disaster management. 

• Support to Capacity Building: the use of new technologies is only pos-
sible if experts are provided with the needed training. Capacity building 
and strengthening of institutional arrangements at all levels is key to in-
creasing the ability of organisations and individuals to effectively use 
space-based services for disaster preparedness, response and recovery. 

• Consolidation of a knowledge-base – identify and bring together knowl-
edge, practical know-how, expertise and best practices, focusing on cap-
turing and making such knowledge available to all end-users. This in-
cludes the refinement of user requirements and definition of best 
practices. 
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• Establishment of Communities of Practice as mechanisms to bring to-
gether the end-user and the providers of space-based solutions. 

• Coordination at a national level among relevant national institutions, 
scientific institutions, organisations implementing and/or providing 
space-based solutions, humanitarian, environmental and civil protection 
actors and the space community. 

• Establishment of a National Disaster Management Planning and Policy 
that builds upon the Hyogo Framework of Action and that recognises 
the role of space-based technologies. 

4.6.2 Final thoughts 

Geospatial information is being made available at an increasing rate to 
support end users of the disaster management and emergency response 
community. New initiatives are being implemented that target specific 
hazards or steps of the disaster management cycle. In 2007 a global coor-
dinating entity, the UN-SPIDER Program, was established contributing to 
bringing the end user closer to the space-based solutions being made avail-
able. But ultimately the day-to-day help these end users need to be able to 
understand such solutions and incorporate them in their disaster manage-
ment activities will come from institutions that are in the best strategic po-
sition to provide such support. 
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Part 2: Remote Sensing Technology 
for Disaster Monitoring  



5. Adopting Multisensor Remote Sensing 
Datasets and Coupled Models for Disaster 
Management  

Gilbert L. Rochon, Dev Niyogi, Alok Chaturvedi, Rajarathinam  
Arangarasan, Krishna Madhavan, Larry Biehl, Joseph Quansah  
and Souleymane Fall 

Abstract 

An application and a process involving integration of dynamic models for 
a data-rich environment, incorporating a multi sensor dataset is discussed.  
The potential utility of such data fusion for different phases of disaster 
management: vulnerability assessment, early warning systems, disaster 
mitigation, response, damage assessment and recovery are delineated. Case 
studies are drawn from disaster scenarios for flooding, drought manage-
ment, and heavy rains in India. Applicability of the technology and proc-
esses, with potentially different sources of data, is described. Solutions to 
several technological challenges to handle large data sets using distributed 
cluster technology and data visualization, using high-resolution large dis-
play systems, are presented. Taking an example of the July 26, 2005 heavy 
rain events in Mumbai, India, which caused flooding, and resulted in over 
400 deaths and nearly a billion US$ economic losses, the ability of multi-
ple models to study the predictability, variability and use of model – satel-
lite data fusion for severe weather and disaster mitigation, as well as re-
sponse needs is discussed. A case for multisensory satellite datasets and 
the use of upcoming technologies, including handheld computers and cell 
phones in facilitating early warning, evacuation and emergency interven-
tion is addressed. A case is made for a technological and educational infra-
structure development that can benefit from remote sensing centric models 
with different complexity and a community cyberinfrastructure for multi-
data access for disaster management.  



5.1 Introduction   

Several of the so-called ‘natural’ or ‘biogenic’ disasters can have human-
induced (i.e. anthropogenic) components. These include an array of disas-
ters associated with or exacerbated by climate change. Other disasters are 
also the result of human impacts, such as pollution from industry, passive 
run-off of agricultural pesticides and fertilizers, urban effluent, hazardous 
chemical and oil spills, deliberately or inadvertently set forest fires, and 
acts of terror. The literature is replete with case studies of remote sensing 
applications for these tragic human-caused events. One example of human 
suffering caused by other humans is the prevalence of landmines and 
unexploded ordinance. Filippidis (1999) and Habib (2001) both address 
the applicability of remote sensing and algorithm development for mine 
detection. 

The global population is becoming increasingly susceptible to natural 
disasters. It would be disingenuous to argue that remote sensing alone of-
fers salvation from such events; however it can legitimately be argued that 
remote sensing has emerged as one set of tools that can be used to mitigate 
the impact of natural disasters. Examples include facilitating disaster plan-
ning, providing early warning, enabling vulnerability assessment by expe-
diting population evacuation and appropriate emergency response, and 
improving damage assessment capability, post-disaster humanitarian assis-
tance and subsequent reconstruction of infrastructure. 

This chapter provides an overview of different remote sensing tech-
niques and data fusion applications with multiscale models. The following 
section overviews the broader environmental sustainability projects and 
vulnerability assessment applications adopting remote sensing.  Section 3 
provides an overview of the emergency warning systems (EWS) and the 
remote sensing products typically available for the model data fusion ap-
plications. Section 4 provides a case study of a model data fusion applica-
tion for a record breaking heavy rain event over the Indian monsoon re-
gion. The advent of new technologies and the challenges of 
cyberinfrastructure for multisensory data access are outlined in Section 4. 
The educational and training needs are outlined in Section 5.  The chapter 
builds on a summary workshop hosted in India. Therefore many of the ex-
amples discussed are targeted towards the Asian region. However, the 
concepts and data fusion techniques or applications are generally global in 
nature.  
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5.2 Remote Sensing in Disaster Management  
and Sustainability/ Vulnerability studies 

The devastating impacts of the December 2004 Tsunami and earthquakes 
in Indonesia and in Pakistan and 2005 Hurricanes Katrina and Rita in the 
southern USA, all underscore the necessity for national and regional disas-
ter early warning, planning and preparedness. Increased awareness of the 
need for dialog and coordinated disaster planning is also underway by the 
establishment of local and regional disaster management agencies such as 
the Indian National Disaster Management Authority, the Pacific Disaster 
Center (Laben, 2002) and by events such as the World Conference on Dis-
aster Reduction (WCDR, 2005).  

There is evidence that individuated interventions, without such coordi-
nation, can hamper effective response (Cyranoski, 2005).  In recognition 
thereof, France, Europe and Canada signed a Charter on Cooperation for 
the purpose of coordinating their space-based technologies for aid ‘in the 
event of natural or technological disasters’ (Charter…, 2000). Similar co-
operative spatial data resource deployment and associated research have 
been organized through NASA and the University of Maryland’s Global 
Land Cover Facility (GLCF), the University of Alaska Fairbanks’ Geo-
physical Institute, and the Multidisciplinary Center for Earthquake Engi-
neering Research (MCEER, 2005). The data archive of Purdue Univer-
sity’s Laboratory for Applications of Remote Sensing (LARS) and the 
near-real-time data from the Purdue Terrestrial Observatory (PTO) have 
been put on-line through the NSF TeraGrid and through the USGS-
supported AmericaView program. Moreover, remote sensing applications 
have been developed for prediction of landslides (Mason and Rosenbaum, 
2002), for assessing river basin sustainability (Jacobs, 1994), environ-
mental management in watersheds (Gupta and Chen, 2001) and for ad-
dressing flood management (e.g. Flood Management…1998; Harris, 2006) 

Ministries of Health, in collaboration with the United Nations’ World 
Health Organization (WHO), and private sector organizations have coa-
lesced to jointly address a wide array of insect-transmitted infectious dis-
eases, mapping HIV/AIDS incidence and other sexually transmitted dis-
eases (STD’s) and their sequellae. Remote Sensing has been demonstrated 
to be a vital adjunct to conventional public health surveillance through 
monitoring infectious disease vector habitat, including the black fly (Semu-
lium damnosum)  vector for river blindness (onchocerciasis), the tse tse fly 
(Glossina morsitans) in the case of trypanosomiasis (Rogers and 
Randolph, 1993),  the sand fly (Phlebotomus paptasi & P. dubosci) for 
leishmaniasis, Anopheles gambiae for malaria (Breman, et al., 2001) and 
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the intermediate host snails, Bulinus truncatus and Biomphalaria pheifferi  
& B. glabrata for schistosomiasis. Similar monitoring utilizing remote 
sensing has been conducted for vectors of diseases which afflict feral and 
domesticated animal populations (Linthicum, 1999). Major emphasis has 
been devoted more recently to monitoring avian influenza, throughout 
Asia and Africa (Grose, 2004).  Similar remote sensing – data fusion based 
applications can be found for plant pathogen transport, crop yields, and 
disease infestation. For example, Coops et al. (2006) and Wulder et al. 
(2006) show a data integration technique for remote sensing and in situ 
data to identify bettle infestation in forests.  

Until fairly recently, remote sensing of urban areas was confined to ‘ur-
ban heat island’ effects. With the advent of higher spatial resolution data, 
the tools for analysis of urban landcover (Netzband & Stefanov, 2003) and 
landcover change at the urban fringe (Quarmby & Cushnie, 1989) have 
become more widely disseminated. The impact of urban sprawl on health 
and water availability as well as severe weather under changing climate is 
also now feasible with remote sensing data sets (Shepherd and Burian 
2003; Pyle et al. 2008).  Urban planners now make extensive use of GIS 
and in major cities and counties, establishing ‘enterprise GIS’ systems that 
are shared by tax assessors, fire departments, police departments, transpor-
tation authorities, utilities, voting districts, etc. The initial impetus for such 
systems was for cadastral mapping, which facilitated collection of ad 
valorem (i.e. property) taxes. The integration of remotely sensed data into 
urban enterprise GIS is occurring more slowly, as evidenced by the com-
parative paucity of papers on this issue at forums such as the Urban & Re-
gional Information Systems Association (URISA) http://www.urisa.org.    

A critical but underappreciated component of the disaster mitigation and 
recovery effort has its firm roots in environmental sustainability. This 
strategy of resilient development has been paved with successive move-
ments initially focused on waste minimization, end-of-pipeline effluent re-
duction, pollution prevention, later, industrial ecology, product life cycle 
management and ultimately a more encompassing prudent inter-
generational management of resources and long-term protection of the bio-
sphere. The utility of remote sensing (Rochon et al., 2004) and Geographic 
Information Systems (GIS) (Blaschke, 1999) for attaining and maintaining 
environmental sustainability has also been postulated. The inherent inter-
disciplinary nature of remote sensing is evidenced by the wide variety of 
sectors to which it has been deployed.  

For example, sustainable water resource strategies include watershed 
monitoring (Rochon et al., 2002), tropical hydrological change and river-
ine biodiversity in Asia (Dungeon, 2000), as well as developing the cyber-
infrasturcture for interdisciplinary, multiscale studies for computation 
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based discoveries (e.g. Govindaraju et al. 2008). The complex issues re-
lated to flood-recession agriculture during the dry season, particularly rice 
production, has been examined by Fox and Ledgerwood (1999). One of the 
early assessments of sustaining tropical forest resources in Thailand and 
Myanmar was conducted by the UN FAO (Lanly, 1982.) More recent dis-
cussions of deforestation and sustainability were offered by Vajpeyi (2001) 
and utilization of Landsat Thematic Mapper (TM) data for mangrove for-
est monitoring was presented by Kovacs, et al. (2001).  

 

Of paramount importance to the successful implementation of sustain-
able development best practices, is an intensification of emphasis on pov-
erty alleviation- in which spatial technology is being integrated in various 
stages. Inter-generational management of natural resources can only be 
made palatable to impoverished communities, when sustainable develop-
ment practices no longer impinge upon the survivability of the current 
generation and their immediate and extended families. The prototypes de-
veloped by the Thai Royal Family, recently acknowledged by an award 
from the UN, including those sustainable development initiatives associ-
ated with King Rama IX’s Royal Projects and those represented by the 
Mae Fah Luang Foundation, wherein opium poppy growers were pre-
sented with economically beneficial crop substitution alternatives, could 
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Fig. 1. Schematic linkages (solid arrows) and interactions (dashed arrows) related 
to changes in the vulnerability of water resources in India due changes in the In-
dian Monsoon (from Douglas et al. 2006) 
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serve as a blueprint for replication elsewhere. ‘Community involvement’ 
in the planning and implementation process (Chenoweth et al. 2002) is one 
essential component of this approach to challenge the perceived conflict 
between biodiversity and poverty alleviation (Sanderson and Redford, 
2003). There is even a role for Space Technology for Poverty Alleviation 
and Rural Development, as implied by the conference of that same name, 
organized by the United Nations Economic and Social Commission for 
Asia and the Pacific.  However, before this becomes main stream, the 
Digital Divide, Bandwidth Divide and the Data Divide all need to be ad-
dressed in order to bring the promise of remotely sensed spatial data dis-
semination as a tool for sustainable development, poverty alleviation and 
disaster mitigation to full fruition (Data Sharing for Disasters, Nature Edi-
torial, 2005). 

Capturing the inter-relation of human actions, as well as natural proc-
esses, is a necessary but challenging task. An example of multiprocess/ 
multisensor integration for environmental vulnerability mapping is shown 
in Douglas et al. (2006), who developed an irrigation and water use as-
sessment for India, building on precipitation location and drought vulner-
ability. The Douglas et al. approach provides a conceptual synthesis to 
show that the mapping of agricultural landscapes and irrigation water use 
could potentially lead to changes in the projections of inter-annual vari-
ability in the monsoon rainfall, and perhaps more directly to changes in the 
intensity of inland rain events and water availability. A traditional ap-
proach adopted in identifying the vulnerability typically adopts a linear 
framework involving a singular forcing. A more interactive vulnerability 
assessment approach can be summarized for different resources as shown 
in Fig. 1. The interactions and the feedbacks are important pathways and 
they can lead to assigning different values to the landscape and their resil-
ience needs (Pielke and Niyogi 2008). 

5.3 Disaster Mitigation and Emergency Response  

Disasters occur with regular frequency and while the community at large 
has adapted itself to these regular occurrences, the economic and social 
costs continue to mount year after year. Over one million houses are dam-
aged annually in addition to other losses, including humans, livestock, and 
crops.  

The Indian subcontinent, for instance, is vulnerable to natural disasters 
such as droughts, floods, cyclones, earthquakes, and landslides. Over half 
of the country is vulnerable to earthquakes, eight percent of the land is 
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vulnerable to cyclones, and five percent of the land is vulnerable to flood-
ing (UNDP India 2007). Also, there is a geographical demarcation for dif-
ferent hazard occurrences. Generally, the biggest earthquakes usually oc-
cur in north and northeastern states. Most cyclones occur along the east 
coast around the Bay of Bengal. Floods in the Indo-Gangetic-Brahmaputra 
plains are an annual feature. Most landslides occur in the mountain states 
along Himalayan foothills and the Western Ghats.  Interestingly, almost 
the entire country can be vulnerable to drought because of monsoon vari-
ability or anthropogenic water usage beyond the regions carrying capacity.  
Also, because of the summer monsoon, the majority of natural disasters 
occur between the months of May through November. There are two cy-
clone seasons, May – June and October – November.  Additionally, cy-
clones occur along the coastal states neighboring Bay of Bengal in Sep-
tember and in southern states typically in December.  Floods usually occur 
during the months of June through October when the monsoon trough is at 
its maximum extent over the Indian subcontinent.   

Meteorological departments in different regions broadcast early warning 
to the Government at the central and state levels. Additionally, early warn-
ing messages are broadcast through print and electronic media. Emergency 
response is mainly a state function and a Special Relief Commissioner is 
solely in charge of the entire operation. Emergency response methods in-
clude early warning dissemination, evacuation, search and rescue, relief, 
and rehabilitation assistance.  Depending on the nature and degree of the 
disaster, armed and para-military forces are also requested by the state 
government.  

Many disaster management policies and programs have been developed 
and implemented in the last several years in India under the National 
Committee on Disaster Management (NCDM), aimed at reducing adverse 
impacts and fatalities from disasters through consistent monitoring, quick 
and efficient response (Sinha, 2003).  

While all efforts and components of such disaster management pro-
grams are very important, especially in the areas of spatial analysis involv-
ing modeling, visualization and fusion of archival, real-time multi-sensor 
satellite data, socio-economic data and in-situ data, the setup of early 
warning systems (EWS) to predict potential degradation trends and disas-
ters early in time before their actual occurrence would allow for better 
planning and emergency response action to help save more lives and prop-
erties.  

An EWS is an integrated system for monitoring, data collecting, analyz-
ing, interpreting, and communicating monitoring data, which can then be 
used to make decisions early enough to protect public health and minimize 
unnecessary concern and inconvenience to the public. Depending on the 
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type of EWS, all relevant institutions and resources at government, state, 
county and local levels should collaborate in the initial setup of any EWS 
and should equally be furnished with important advance warning informa-
tion for efficient implementation of emergency response plans. A well in-
tegrated EWS is expected to have four major tech based components in the 
areas of:  
• Information and data collection on the phenomenon  
• Evaluation, processing and analysis of collected data  
• Dissemination of warning information to policy makers and end-users  
• Implementation of an effective and timely response to the early warn-

ings issued  

A case study was performed on the flood that occurred in September, 
2000 in Gangetic West Bengal to identify the rural settlements that are 
vulnerable to floods of a given magnitude. In locating the vulnerable areas, 
two factors are observed: the presence of deep flood water in and around 
the settlement and its proximity to an elevated area for temporary shelter 
during an extreme hydrological event. Landsat ETM images from Septem-
ber 30, 2000, ASTER digital elevation data, and ERS-1 synthetic aperture 
radar data were used to identify non-flooded areas within the flood zone, to 
assess and rectify the classified image, and to extract the settlement areas 
surrounded by trees, respectively. Once the satellite imageries were ex-
tracted, they were imported into ArcGIS and then spatial analysis, using 
socio-economic data, was carried out to identify the settlements vulnerable 
to river inundation.  

The study provided a reasonably accurate spatial information database 
that is appropriate for generating 1:250,000 hazard maps. However, there 
are inherent errors in classifying flooded areas from non-flooded areas as a 
result of cloud cover over the area and the predominance of tree canopy in 
the rural area. Also, the lack of high resolution digital terrain data led to 
poor accuracy of the classification results. Additionally, the lack of an up-
dated large-scale map restricted the ability to carry out a detailed mapping 
of the study area.  

The spatial and temporal characteristics of most of the natural disasters 
in India require sensor techniques for monitoring and data collection that 
allow for all trends at specific times to be monitored. Most current tech-
nologies include earth observation (EO) technologies such as multi–sensor 
remotely sensed data as well as from photogrammetry with varied resolu-
tions. The application synergy between low and high resolution sensors 
and real-time and archival data allow for the combination of different spa-
tial, temporal, spectral and radiometric resolutions to i) identify trends and 
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locate vulnerable areas (small scale monitoring) and ii) assess vulnerability 
and predict possible scenarios (large scale mapping) (Holecz et al., 2003). 

Most commonly used coarse resolution satellite systems for regional 
land degradation related environmental and climatic monitoring include 
the NOAA AVHRR, MODIS, ENVISAT, METEOSAT, and GOES,  most 
with high temporal resolutions.  

During periods of land degradation and associated drought conditions, 
physiognomic changes and differences within vegetation can be measured 
drought indices (e.g. Sims et al. 2001) and by the manipulation of satellite 
measured spectral radiance into useful products and indexes  (Tucker and 
Choudhury, 1997)  which are then used as proxies for the estimation of 
vegetation health, soil water content and stress (Kogan 1995). 

Commonly derived indexes and products include Normalized Differen-
tial Vegetation Index (NDVI), Green Vegetation Fraction (GVF), En-
hanced Vegetation Index (EVI), Soil Adjusted Vegetation Index (SAVI), 
Moisture Stress Index (MSI), Leaf Area index (LAI), Leaf Water Content 
(LWC), Net Primary Production (NPP), Rain Use Efficiency (RUE), Local 
NPP Scaling (LNS), Photosynthetically Active Radiation (PAR), Gross 
Primary Production (GPP) and Fraction of PAR (fPAR) (Prince and 
Goward 1995). The recent availability of AMSR and GRACE datasets 
with capabilities for soil wetness estimation and large regional scale soil 
moisture balance also provide useful indicators for drought, flooding, and 
landslide potentials.  

For the purposes of monitoring short-term events such as environmental 
pollution and geologic activities (e.g. landslides and volcanic activities), 
multi purpose field sensors, weather stations and global positioning sys-
tems (GPS) are utilized for in-situ data collection. The integration of all 
such collected data, products and indexes, together with socio-economic 
data such as population growth, market trends, food availability and prices, 
health and malnutrition, industries and agriculture serves as important in-
put component for EWSs (Holecz et al., 2003).   

After initial data evaluation and integration, environmental modeling, 
GIS, statistical and probabilistic analysis are done to establish or predict 
trends and intensity of a degradation phenomenon or threatening climatic 
conditions, using established baseline for degradation threat and the level 
of certainty of the EWS.  Remote sensing products now have a history of 
over two decades in terms of landcover datasets and the more recent prod-
ucts have significant high resolutions, both temporally and spatially, to de-
velop robust statistical relations. Using GIS and visualization analysis, risk 
assessment maps are produced detailing areas for people who would be 
most vulnerable to a potential upcoming disaster. This serves as the basis 
for issuing necessary warning information.  
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Deviations from established baseline standards for a particular degrada-
tion or disaster triggers a chain of communications (via internet, satellite, 
wire, wireless, etc.) which informs all relevant authorities and decision 
makers (i.e. politicians, law enforcement agencies, medical expert and en-
gineers) at the national, state and local levels responsible for various as-
pects of emergency response. Based on their immediate decisions, already 
developed emergency response plans such as evacuations, medical treat-
ment, etc. are theoretically implemented to protect the public and the envi-
ronment from negative impacts. 

Warning information, such as that for drought and famine EWSs, iden-
tify drought affected areas and help provide good estimates on crop yield 
for the region. This is important for planning, seeking funds and budgeting 
to provide food supplements and other essential needs for such affected re-
gions in India to help avert hunger and suffering. An example of the need 
for EWSs, according to the WMO was the reduced death toll of 200 com-
pared to 130,000 from similar cyclones in 1991 and 1994, respectively, in 
Bangladesh and eastern India, as a result of the advanced warning for the 
more recent cyclones (e.g. De et al. 2005).  

While critical for disaster management and human survival, establishing 
well integrated and reliable Early Warning System (EWSs) requires over-
coming numerous challenges. Issues related to funding, research, stan-
dardization, expertise, sound technologies (e.g. sensor designs), infrastruc-
ture, institutional capacity, collaboration and integration, efficiency in 
response, improved risk management, as well as communication, need be 
looked at holistically in the process of setting up EWSs. Since emergency 
response is the single factor determining the final impact of most disasters, 
it is very crucial that emergency response plans such as evacuations, food 
and medical aid be made in advance, rehearsed and ready to be imple-
mented for a wide array of potential disasters. In addition, the public in 
general needs to be aware of what is expected of them and have trust in the 
process.  The best plans will not be effective if those being affected are not 
willing to follow and participate/help in the emergency response proce-
dures. 

5.3.1 Archival and Real-Time Remote Sensing 

Sources for global and regional-scale remote sensing data and derived 
products are continually expanding. For example, archival MODIS data 
are available from the National Aeronautical and Space Administration 
(NASA); although one needs to register to obtain some of the products 
(http://www.modis.gsfc.nasa.gov).  Also, some Landsat MSS and TM im-
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ages are available for almost any land area of the globe at the Global Land 
Cover Facility (GLCF) at the University of Maryland. Other remote sens-
ing image data available at the GLCF are ASTER and  Shuttle Radar To-
pography Mission (SRTM) data.  Additionally, several products derived 
from MODIS and AVHRR data are also available including MODIS 32-
day Global Composites, MODIS 16-day NDVI composites, MODIS Vege-
tation Continuous Fields, AVHRR Global Land Product and AVHRR 
Continuous Fields Tree Cover.  For the tropical region, the Tropical Rain-
fall Measurement Mission (TRMM) based microwave imager (TMI) data 
for rainfall amounts, soil moisture, and convection are also important from 
improving the disaster management potential. Recent studies integrating 
satellite products into high resolution regional weather models continue 
showing high degree of applicability for the development accurate fore-
casts for tropical storm situations (Xavier et al. 2008, Vinodkumar et al. 
2008).  

Near real-time MODIS data are available from the University of 
Wisconsin (http://eosdb.ssec.wisc.edu/modisdirect/) for the coverage 
area of their tracking antenna, and from Oregon State University 
(http://picasso.coas.oregonstate.edu/ORSOO/MODIS/DB/). Data is available 
from the Purdue Terrestrial Observatory (http://www.itap.purdue.edu/pto/) 
after mid 2006 from the NOAA AVHRR, NOAA GOES, Terra MODIS, 
Aqua MODIS and Feng Yun 1D MVISR sensors.  

Another model of promoting relatively easy access to remote sensing 
data is being provided by AmericaView (http://www.americaview.org/), a 
USGS sponsored activity. There are currently 33 state-views which indi-
vidually provide public domain image data for their state areas. The pur-
pose of AmericaView is to promote the use of remote sensing in the uni-
versity, governmental and private sectors via workshops and portals to the 
remote sensing data. To date, most of the data online includes freely-
accessible Landsat Thematic Mapper (TM) data for the individual states.  
In the United States, an important resource for data dissemination is based 
on a model involving national dissemination by the National Climatic Data 
Center, at regional scale by the regional climate centers, and at the state 
level by the state climate offices. For the state of Indiana, for instance, a 
statewide data access and archival center – Indiana State Climate Office 
(Iclimate.org) is located at Purdue University. These resources, in concert 
with various other state, federal and private partnerships provide redundant 
and, therefore, highly accessible information under pre and post disaster 
conditions. 

From the Indian disaster mitigation perspective, development of a state 
climate office – possibly in conjunction with the India Meteorological De-
partment and academic or national lab partnerships, as appropriate, can 
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provide an alternate avenue for disaster planning mitigation and response. 
A common cyber gateway that can provide access to the different products 
and models to integrate these datasets into a format that can be easily 
linked within models for research, education, and secure operations is still 
lacking. Such an interface would likely be developed targeting specific 
disaster in mind along with flexibility for adopting future technological 
developments. 

As an example, the heavy rain events are expected to increase across the 
world in response to the changing climate (IPCC, 2007). The response for 
such events would require high resolution rainfall monitoring (in situ and 
remotely sensed) such as is expected from the Global Precipitation Mis-
sion and the current Tropical Rainfall Measurement Mission (TRMM) 
sources. The US NOAA Climate Prediction Center (CPC) Merged Online 
Precipitation Data (CMORPH) is one such interface that is currently avail-
able. However, for accurate prediction, a range of model inputs are needed 
– from real time vegetation state to accurately represent the transpiration 
moisture feedback from the land surface (e.g. from MODIS vegetation 
greenness fraction or the AVHRR land use categorization); the sea surface 
temperature for resolving any energetic eddy that has not been resolved in 
the model ocean fields (such as from TRMM, AMSR, or SSM/I fields), the 
surface soil moisture at fine and regional scales to ascertain the evapora-
tion and runoff feedback from the bare soil surface (such as from AMSR E 
soil moisture fields and the GRACE water balance estimates, and the up-
coming SMOS- Soil Moisture and Ocean Salinity satellite sensor), the 
cloud motion and thickness to resolve the cloud structure and the rainfall 
potential (such as from Cloudsat and the CALIPSO as well as the Quick-
scat cloud motion vectors), the vertical sounding of the atmosphere such as 
from NOAA – TOVS or the COSMIC datasets- for developing better ver-
tical structure and initial conditions/ assimilation  within the model; the 
atmospheric radiative balance such as from ERBE fields, etc. Clearly, the 
challenge would be in identifying the minimum requirements first and then 
developing the scalability for a range of possible scenarios, such a mul-
tisensory assimilation facility, would need to cater to. As outlined in Pielke 
et al. (2007), the potential currently exists that one could develop a series 
of the model parameterizations that can provide simplified cloud models 
that only rely on remote sensing sources. These remote sensing based 
model estimates can be integrated within the current  and near future re-
mote sensing data, as well as more complex models for quicker  analysis. 
Such a series of multiple simpler models could potentially provide an in-
terface for developing scalable applications from the multisensor datasets 
for disaster management.  
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5.4 Dynamic modeling integration and data fusion  

An important pathway for an integrated framework for the geospatial data 
into the disaster mitigation and planning tool is to develop dynamic model-
ing interfaces between multisensor/ multiscale datasets.  

As an example, Kumar et al. (2008) combined in situ rain gauge and the 
Tropical Rainfall Measurement Mission (TRMM) PR (precipitation radar) 
data with multiple models and dynamical parameterizations to diagnose 
the development and the uncertainty in the simulation of the record heavy 
rain event that occurred over  Mumbai on July 26, 2005. The heavy rain 
caused unprecedented damage over Mumbai for a single day rain event. In 
less than 24-hours, nearly 750 mm of rain fell over northern Mumbai and a 
location about 27 km away in the southern part of Mumbai, received about 
30 mm.  Most of the operational centers were unable to predict this record-
breaking rain event, which eventually was responsible for over 400 deaths 
and nearly a billion USD loss. 

 

Using high resolution model grid spacing (~3km versus 50km operation-
ally), and integration of a number of in situ and remotely sensed products, 
the weather research and forecasting (WRF) model was able to simulate a 

al. 2008). Kumar et al. (2008) conclude that for simulating such events 
over a megacity in the future there is a need for developing a localized 
Doppler radar monitoring capability, and ingestion of the radar and satel-
lite products such as from the TRMM and MODIS (e.g. sea surface tem-
perature, and rain rates) into the dynamical models.  

 
Fig. 2. TRMM satellite derived (left panel) and WRF Model simulated 24-h spatial 
and temporal rainfall for July 26, 2005 (central and right panel) for different model 
grid spacing. Inclusion of high resolution features and calibration with remote 
sensing products helped improve the performance (from Kumar et al. 2008; and 
Chang et al. 2008).  
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very localized heavy precipitation event (as shown in the Fig. 2 Chang et 



        
Fig. 3.
data assimilated rainfall (central panel). The different is shown in the right panel 
(Lei et al. 2008) 

The impact of introducing the Mumbai urban area surface characteris-
tics explicitly using satellite data sets such as MODIS and AVHRR, and 
prescribing near real-time sea surface temperature gradients using remote 
sensing data sources such as from the SSM/I dataset (instead of using the 
default climatology) are shown in Fig. 3. 

5.5 Visualization 

With the access to data from multiple sources, it is not uncommon to have 
spatial data sets with terabytes of data. However, the technology to process 
and display these kinds of data in real-time is still lagging. Traditional 
high-end systems to handle such large and complex data sets are very ex-
pensive.  

A GIS system allows one to manage, analyze, and display geographic 
information which is represented as layers of information (ESRI-1, 2004). 
This information set includes – maps, globes, geographic data sets, proc-
essing and work flow models, data models, and metadata. The broad area 
of GIS can be viewed in different ways. For example (ESRI-2):(a)as a spa-
tial database of features, rasters, topologies, networks, etc.,  (b) as a set of 
intelligent maps with several views that shows features and feature rela-
tionships on the earth's surface to support queries, analysis, and editing of 
the information, or (c) as a set of tools and functions to transform informa-
tion that derives new geographic data sets from existing datasets. It is ob-
vious that display of information is an important part of any GIS system. 
Large maps that are opened and spread flat give much more information 
than when they are seen folded. The more information one can see without 
loosing finer details, the better we can detect and identify objects and the 
better can one make associations and connections between various features 
on a map. The human eye has one of the best image processor. One can 

 Default model rainfall using a 1 km model grid (left panel) and the satellite 
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make faster and better decisions than computers in many situations. This 
simple philosophy drives one to find better ways to visualize geographic 
data. 

To process and visualize large data sets effectively requires combination 
of high-performance computing, smarter software algorithms, and large 
display systems. Traditionally, desktop based graphics rendering is per-
formed using a single personal computer (PC) on a single monitor. With 
the latest developments in graphics hardware and computing power, a sin-
gle PC is used to drive multiple displays at the same time. But the com-
plexity of scientific visualization applications increased tremendously, so 
that a single PC could not render complex scenes in real-time even to a 
single display, not to mention multiple displays. This single PC, in single 
and multi display configurations, has several limitations, such as insuffi-
cient computing power, trade-off between rendering quality vs. display 
area, especially to render complex scenes in real-time. To overcome these 
limitations, a commodity cluster was deployed to render complex scenes to 
a single monitor, and/or to different tiled display configurations in real-
time. This approach provides more flexibility and ability to customize the 
computing power, rendering quality and display area as required. 

While the above systems provide high-performance computing, render-
ing and display area, most of the commercially available software cannot 
be used ‘as is’ on these specialized hardware configurations to its maxi-
mum potential. Most of the current software applications are limited and 

 
Fig. 4. Three dimensional map rendition of flooding event over Lafayatte, IN at 
Purdue University.  
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focused on solving specific problems. The objective was to be able to run 
visualization software on these high-performance systems, seamlessly, so 
that the user is able to visualize with the same ease as if it were running on 
a desktop workstation. The applications are in 3D and stereoscopic, and 
because they are rendered by a very powerful graphics cluster these dis-
plays are navigable in real-time. This software application not only takes 
advantage of distributed computing but also the distributed rendering for 
large, very high resolution display systems.   

The image rendered in Fig. 4 is a visual result of a flood simulation. 
This flood simulation was developed using 1 foot color ortho images 
draped over a digital elevation model provided by 5-foot resolution 
LIDAR data. The data were provided by the Texas Advanced Computing 
Center (TACC) as part of a Flood Modeling demonstration to illustrate the 
potential  of TerraGrid type activities for facilitating real-time simulation 
of emergency response personnel and evacuation planning for flood events 
over large regions.  This was a joint effort involving TACC, DOE Oak-
ridge National Research Labs (ORNL) and Purdue University. 

 

Figure 5 is visualization of the greater Lafayette region in Indiana, USA. 
The model shown consists of two sources of data: a 1m resolution color 
digital aerial photograph and a 30m resolution digital elevation model 
(DEM) of the area. ArcGIS software was used to drape the color image 
onto the DEM. Then the 3D draped model was then converted to VRML 
format and then to 3DS Max™ file format. This 3DS file was eventually 
used to display the model using inbuilt cluster aware GIS rendering appli-
cation on the tiled wall display. 

The above figure also shows the display of multiple layers of information 
of the Purdue University Campus. They include – a one foot resolution ae-
rial imagery of the Purdue University Campus, a layer of information with 
buildings, roads, sidewalks, and different species of trees, and a 1m resolu-
tion LIDAR data. The technique used to visualize this project was the 
same as discussed in previous application. Each layer was visualized in the 

 

Fig. 5. Aerial visualization of Greater Lafayette, Indiana 
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ArcGIS 3D environment then passed to the cluster-aware GIS rendering 
application on the tiled wall display.   

 

 
 
Fig. 6.

 
Figure 6 shows time sequential Doppler radar data of Hurricane Katrina 

that made landfall and caused unprecedented damage to New Orleans, 
Louisiana in 2005. The images are rendered in both top and front view. 

The above described applications demonstrate the usefulness of visualiz-
ing complex data sets on large display systems. This gives us a very high 
resolution display that shows much more detailed information. While the 
software applications for visualizing individual aspects of these data sets 
are being developed, integrating all these data sets into a single system that 
coherently interrelates and provides an effective visualization interface for 
the users is still one of the biggest challenges. 

5.6 Wireless Technologies / Handheld Computers  

The use of advanced information technologies that can deliver critical in-
formation anytime, anywhere will play a critical role in disaster manage-
ment and mitigation. Although this area of work is still in its infancy, cy-
bertools that are developed under this umbrella of activity will have the 
ability to deliver just-in-time intelligence for appropriate action by deci-
sion makers. This area of work is so critical and cutting-edge that the U.S. 
National Oceanic and Atmospheric Administration (NOAA) has included 
this as a key part of its strategy (http://www.cio.noaa.gov/hpcc/crisis.html). 
This effort in the United States has received support from multiple sources 
including the Federal Emergency Management Agency (FEMA). 

The effort to provide mobile tools includes and is innately informed by 
another area of study – namely location and context awareness of analytic 
tools. Context-aware computing is a large area of research that attempts to 
provide users with performance, tools, and interfaces optimized for spe-
cific scenarios of use. Modern handheld devices not only carry significant 
computation capabilities that allow researchers to build, deploy, and proto-
type such next-generational tools, they also carry on-board sensors that can 
help detect various environmental parameters which, in turn, can be relayed 

 Time varying Doppler Radar data of Hurricane Katrina (2005) 
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back to base stations that are away from the disaster zones. A critical num-
ber of first responders carrying such devices could easily form ad-hoc sen-
sor networks that can capture significant amount of data, which as part of 
an integrated workflow, can be fed to computational models to forecast po-
tential hazards or provide decision support. For example, the use of RFID 
technologies, in combination with sensor chips, are being used extremely 
successfully by large industrial units that provide logistical and supply 
chain support. This in combination with commodity services like Google 
Earth (http://earth.google.com), that utilize a service-oriented paradigm 
can easily be delivered to cell phones or other mobile computational units. 

Another area of work that has tremendous potential for the customiza-
tion of services to mobile computing environments is the use of virtual 
machine technologies. Virtual machines can be intrinsically designed to 
deliver full-fledged computational services that resemble full workstations. 
The added advantage of virtual machines is that they are designed to mi-
grate and pull data across network domains. Significant progress is made 
on this front with support from the National Science Foundation’s National 
Middleware Initiative. 

To summarize, the use of mobile technologies is still fairly new. How-
ever, given the ability of mobile computing platforms to engage significant 
computational power, coupled with advances in RFID, Bluetooth (ex-
tremely short-range communication), and cellular network bandwidth, it is 
only a matter of time  before serious research and production grade soft-
ware is released for disaster management, mitigation, and response-use 
case scenarios. 

5.7 Education and Training  

Educating the next generation of  scholars, leaders and policy makers in 
remote sensing – model data fusion using remote sensing techniques will 
require a curriculum-wide integration, analogous to the migration of ‘eth-
ics,’ previously the exclusive province of Philosophy departments, within a 
wide array of academic departments, including medicine, business, jour-
nalism, pharmacy, political science, engineering, etc. (Rochon, et al., 
2006). 

The emergence of integrated approaches to disaster management and 
mitigation has exposed the critical need for new and innovative strategies 
for training not only the next generation of first responders, but also for 
disaster management teams, scientists who can predict such catastrophic 
events, and decision makers. One of the most critical characteristics that 
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need to be accounted for is that any education and training in this area 
needs to resemble and mimic closely the real world. Authenticity of the 
learning experience that allows learners to solve complex problems and 
use hands-on techniques will be valuable in ensuring transfer of skills from 
the educational setting to real world contexts. There is a need for utilizing 
3D simulations and visualizations as an intrinsic part of the training proc-
ess for handling disaster management scenarios. The field of disaster man-
agement and mitigation can be considered the larger problem space to 
which this approach of using 3D simulations and immersive environments 
can be used. However, the availability of such advanced and expensive envi-
ronments in many parts of the world is limited and we have to look at lower 
cost ways for delivering similar training and educational opportunities. 

The use of simulations has been long considered a successful strategy 
for incorporating near real-world scenarios into the educational curricula 
(Finkelstein 2005, Norman and Spohrer 1996). While the high-end of 
simulation use for training requires the availability of complex hardware 
tools, there are efforts such as the U.S. National Science Foundation 
funded Network for Computational Nanotechnology (NCN). The front-
facing side of the NCN is a science gateway called the nanoHUB 
(http://www.nanohub.org), which provides users with easy access to ad-
vanced, industrial strength simulation tools that also tie into the national 
cyberinfrastructure fabric. The use of such science gateways for disaster 
management and mitigation could be invaluable to not only learners, but 
also to scientists. The emergence of science gateways to deliver advanced 
simulation for research and education has also highlighted the need for 
communities to have a single point of computation, data, and tool access. 
The ability to collaborate and contribute community approved and re-
viewed code to bridge education and research will be a key ingredient that 
will determine the success of disaster management and mitigation efforts. 

In the context of developing countries such as India, the technology in-
frastructure to deliver training that utilizes tremendous amounts of data 
and advanced visualization tools that rely on heavy computational envi-
ronments is still evolving. The use of science gateways as an aggregation 
point for the various data and analytic tools is not only feasible, but is also 
a practical, viable decision at this time point. Such efforts not only lower 
entry barriers to the field, but also provide educators with continuous en-
gagement to the science and the scientific community. Similar efforts to 
train educators in the computational sciences in the United States deployed 
as part of the IEEE Supercomputing conference’s education program – re-
quire educators to engage with materials related to the application of as 
part of a year-long program. The program structure allows participants to 
use web portals that utilize the open source course management Sakai to 
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learn, practice various cutting-edge techniques, and for assessment. 
Participants also receive significant face-to-face interaction with expert 
instructors. The core of all such efforts is the use of science gateways 
that allow research materials to be disseminated directly and efficiently to 
the educators. 

The area of disaster management and mitigation requires education and 
training efforts to ‘think outside the box.’ Efforts to reach beyond tradi-
tional classroom paradigms to tap rich data and computational tools are 
key to the future strength of such initiatives. Additionally, education and 
training programs have to reach for resources well outside the physical 
confines of a single environment. Aggregation and prioritization education 
and training around science gateways that provide access to simulation 
tools and lower entry barriers are strategically essential. 

5.8 Conclusion 

Mitigating disasters is a complex undertaking that takes the expertise of 
many different disciplines - geologists, hydrologists, meteorologists, engi-
neers, the medical community, policy makers, and communication special-
ists. Moreover disaster mitigation requires the use of many different types 
of data and tools - including remotely sensed images and point sensor 
measurements, GIS, wireless technologies, visualization applications, 
physical models of areas, mathematical models.  Disaster mitigation in-
volves different time scales for planning:  longer time scales when plan-
ning for climate changes, earthquakes; shorter time scales for seasonal 
events such as fires, flooding, hurricanes. Implementation of disaster miti-
gation, though, after an event has a very short time scale.  In many cases, 
lost hours and minutes could mean lost lives.  In these cases, one cannot 
make the plan up as one goes.  A plan with evacuation or response proce-
dures must be in place and understood by all in the affected area, trained 
personnel must be available, the information required for making decisions 
by those in charge of mitigation must be readily available, such as up-to-date 
images of the affected area, utility availability, rescue equipment availabil-
ity, awareness of potential toxic sources in the area, to name just a few.  

Dynamical models can be important tools for integrating the multiscale / 
multisensor data and utilize the heterogeneous information for disaster 
mitigation and emergency response. The increasing access to satellite data-
sets for multiple variables and scales makes  adaptation of remote sensing 
technology an exciting tool. The challenges lie in developing a common, 
readily available interface for querying the different data and  running the 
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models in a mutliscale framework. The inherent limitations in the different 
environmental models for resolving multiple spatial scales will likely be a 
significant problem in the near future. The ability to assimilateremote sens-
ing data to help represent many of the processes that are poorly simulated 
in the models continues to show increasing benefits to the disaster mitiga-
tion and management efforts. The subsurface phenomenon, such as that 
due to ground water seepage, or the processes involving phase change 
(such as runoff due to snow melt and subsequent evaporation leading to 
increased convection); or the processes within an  urban area or under 
dense forest canopy for understory processes would likely continue being 
important challenges in this endeavor (for adopting remotely sensed data 
into disaster management tools).  

There is also a paucity of simpler models that can provide first order ap-
proximations with rapid response, in place of slower but highly detailed 
process-scale models. Approaches involving look-up tables or diagnostic 
techniques, primarily based on remotely sensed parameters and approxi-
mations, are possible, but as yet under utilized in satellite data assimilation 
within disaster management technology. 

The promise of wireless devices becoming exponentially more computa-
tionally powerful makes them an attractive option. The accessibility to this 
technology for mass implementation and the robustness for ready avail-
ability under disaster response mode would be a challenge the scientific 
community will work with in the coming years.  

The future efforts for developing useful applications involving multiple 
datasets and data fusion techniques in decision making algorithms would 
likely not be limited by the availability of high resolution, multiscale satel-
lite datasets, but by the limitations to the cyberinfrastructure, with respect 
to bandwidth, storage, and processing speeds available for developing 
rapid response applications capable of reviewing and managing different 
scenarios. The latter requires a community response that will require the 
cooperation and collaboration of governments, industry, academia and 
international organizations, that can provide the different components of 
such a cyber-enabled collaboratory. While such efforts are underway in a 
research scale through target programs from agencies such as the United 
States National Science Foundation, the efforts are largely targeted for 
environmental observatories (e.g. Govindaraju et al. 2008). Therefore, a 
broader response from the international community is necessary for develop-
ing global applications and disaster management collaboratories. Remote 
sensing, multiscale data fusion, satellite data assimilation, visualization and 
hierarchy of simple to more complex modeling approaches will likely play  
significant roles in defining the scope and scale.  
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6. Nearshore Coastal Processes Between Karwar 
and Bhatal, Central West Coast of India: 
Implications for Pollution Dispersion 

Viswanath S. Hedge, G. Shalini, Shailesh Nayak and Ajay S. Rajawat 

Abstract 

In the present paper coastal processes between Karwar and Bhatkal, Cen-
tral West Coast of India is discussed based on the Indian Remote Sensing 

data and wave refraction derived near shore drift pattern, salinity condition 
and beach morphological changes. Near shore pollution dispersion pattern 
is inferred for the coastal region between Karwar and Bhatkal based on the 
observed coastal processes. Prevailing salinity conditions suggest upwell-
ing during pre-monsoon to early monsoon, but   become less effective dur-
ing late monsoon, and down welling become important during winter. The 
upwelling are related to the combined effect of local wind and regional 
northward subsurface flow due to regional phenomena during pre-
monsoon; South West-West approach of the waves for North -North West 
oriented coast and winter cooling effect during November and December 
respectively.  The prevailing calm weather conditions due to low wave ac-
tivities during December-January months facilitate tidal currents to domi-
nate. The tidal currents move the water body towards seaward. Seasonal 
variations in the beach profiles indicated seaward movement of materials 
during monsoon, landward movement during post-monsoon and wave in-
duced circulation patterns during pre-monsoon. In the vicinity of the river 
mouths, however, movement of the materials is dominantly northward. 
Sediments on the beach ranged from fine to medium grained, moderately 
to well sorted, which suggest dominance of waves on the coastal proc-
esses. Wave refraction derived alongshore drift pattern reveal seasonal 
variation in the direction of the current. IRS-P4 OCM data revealed 3 dis-
tinct pattern of sediment dispersion. Trend 1- during early monsoon, plume 
like sediment dispersion seaward especially in the mouths of the rivers; 
Trend 2- with the onset of monsoon, there is northerly transport of sedi-
ments with anticlockwise pattern with in the linear plumes; Trend-3 during 
post-monsoon, sediment concentration is less and it is southward. These 
patterns can be used to trace pollutants dispersion in the coastal sea. 

program – 4 Ocean Color Monitor (IRS P4-OCM) data, wind and wave 



6.1 Introduction  

Rapid industrialization in the coastal belt, consequent waste disposal into 
the coastal water directly or via estuaries are causing the coastal sea pollu-
tion. Subsequent entry of the pollutants into food chain is causing severe 
health disorders. Pollution dispersion in the near shore water is highly 
complex and dependent on a number of factors such as the near shore 
coastal processes  (including tidal currents, tidal range, wave currents, 
wave energy, wind forcing, wind direction, and hydrographic conditions) 
and geomorphic set up such as open coast, pocket beaches/bay type, and 
coastal orientation. In particular, complex coastal processes characterize 
the coastal regions of Uttara Kannada district, which exhibit a compound 
nature- submergence and emergence. Systematically gathered baseline in-
formation on coastal processes to address coastal pollution related issues 
are scarce for this region. A thermal power plant to generate electricity is 
proposed in the Tadari creek. In the present paper an attempt has been 
made to discuss the environmental implications of the project, and the near 
shore coastal pollution dispersion based on the ground truth data, wave re-
fraction derived alongshore drift pattern. 

In recent years, Ocean Colour Monitor (OCM) patterns and other satel-
lite data products have been utilized successfully to trace total suspended 
sediments (TSS) dispersion (Rajawat 2005). Satellite images, in particular, 
Indian Remote Sensing (IRS) P4, having repitivity of alternate days and 
inbuilt sensors for oceanographic studies is used to understand sediment 
dynamics over regional scale and tracing the sediment transport pattern in 
space and time (Prasad et al 2002), suspended sediment concentration, 
sediment dynamics, circulation patterns and fronts, and consequent impact 
on coastal processes (Rajawat 2005). In view of the potentiality of OCM 
for application of coastal processes, in this study, IRS P4 OCM data have 
been used to compliment the ground based observations. 

6.2 Methodology  

Observations on the seasonal variations in hydrographic conditions were 
made along and across the near shore regions off Honnavar and Bhatkal 
from a fishing boat, and sampling locations have been recorded by a 
Garmin make Global Positioning System (GPS). Water samples collected 
in different seasons from the surface and near bottom samples using Niskin 
reversing bottle were studied for salinity, TSS and temperature following 
the standard procedure. The depth of sea bottom at sampling locations by 
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fish weight method, time of water sampling and temperature of surface and 
subsurface water were recorded during the survey. 

Seasonal variations in the foreshore morphology were monitored at se-
lected beaches by stack and horizon method of Emery (1961). Simultane-
ously with beach profiling, foreshore sediments were collected for sedimen-
tological study. Textural parameters were derived following Folk and Ward 
(1957) after preliminary treatments (Ingram 1970).  

OCM data provided by National Remote Sensing Agency, India have 
eight bands both in BIL and BSQ mode. IRS-P4 OCM spectral channel, 
412, 443, 490, 510, 555, 670, 780, 860 nm, with spatial resolution 360 m 
covering the coastal parts of the Karwar and Bhatkal region for different 
seasons were used to retrieve the suspended sediment concentration. Water 
leaving radiance was retrieved from OCM. The algorithm developed by 
Ramana et al (2000) for case II water is used for the present study. Sus-
pended sediment concentration is derived using the relation 

TSS = 25*Exp (2.16+ 0.991* log ((Rrs 555-Rrs 670) * (Rrs 555/Rrs 
490))), where Rrs = Remote sensing reflectance.  

6.3 Study area 

The study area covers coastal and inner shelf regions between Karwar and 
Bhatkal along the Central West Coast of India (Fig. 1).  

 

 
Fig. 1. Location map of the study area 
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The Kali, the Gangavali, the Aghanashini, and the Sharavati, are the ma-
jor rivers that contribute sediment and water load into the Arabian Sea in 
this region. Due to construction of dam to the Sharavati and the Kali rivers, 
sediment budget in the down stream is affected. Due to growing urbaniza-
tion, once a dense forest area, Western Ghats in this region is losing the 
vegetative cover. As a result of these anthropogenic activities, erosion of 
the basin and seaward transportation of both fine and coarse sediments 
have increased.  All these activities are affecting the oceanographic proc-
ess as well as sediment dispersal pattern in these regions. In addition to 
these activities, hydroelectric projects, Kaiga-Nuclear power stations, and 
many industries like manganese mining, Pulp and Ferro alloys in the Kali 
basin; Murdeshwar pilgrimage center and resulting anthropogenic activi-
ties, all contribute sediments and influence sediment dispersion as well as 
oceanographic process. In particular, Karwar Seabird Naval projects- re-
lated construction activities in the coastal region have caused major 
changes in the sediment dispersion in the region. Due to the completion of 
Konkan railway, highway facility, availability of hydro- power, the area is 
becoming a centre of developmental activities 

6.4 Climate of the study area 

The area experiences tropical climate, high rainfall around 300cm (June to 
September), and 85% of the rainfall during the South-West (SW) mon-
soon. Therefore, currents in the river mouth are controlled by fresh-water 
discharge during SW monsoon.  

The tidal range is between 1- 3m and is referred to as meso tidal condi-
tion according to Short (1991). Wave energy conditions vary with season 
along the coast, being high during monsoon and low during fair weather 
season (Chandaramohan and Nayak 1991, 1994). Wave heights are less 
than 1 m during pre monsoon, 1 to 2m during post monsoon and 2 to 4 m 
during monsoon and define moderate wave energy regime especially dur-
ing fair weather season (Davis 1984). Direction and velocity of wind also 
vary with season. During monsoon strong wind approach the coast from 
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SW, where as during November and December they move seaward (Fig. 2).  



 
Fig. 2.

6.5 Geomorphology 

The coastal region between Karwar and Bhatkal is complex in nature ow-

line, lagoons, river mouth beaches in addition to the general North North 
West (NNW) orientation. Due to the spits growing across the river Ganga-
vali from south to north, the river mouth is getting reduced and mouth is 
being shifted northward. As a result, rapid changes in estuarine morphol-
ogy are taking place, which in turn is influencing the sedimentation proc-
esses. Presence of many islands in the inner shelf region off Karwar, 
Ankola, Kumta, Honnavar etc modify the wave refraction pattern.   

Submerged -crescent shaped sand bars are being developed at the 
mouths of the rivers, which also influence sediment circulation by modify-
ing the wave refraction pattern. Presence of a number of headlands along 

These head lands are trapping sediments on one side favouring the beach 
development while on the other side provide shelter effect. Depending on 
the direction of wave approach, wave convergence and high energy at 
places, sediment starved beaches have become the site of erosion.  

 Seasonal wind pattern in the study area 
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ing to the geomorphic features like spits  (Fig. 3), head lands, cliffed shore 

the coast obstructs the free sediment circulation across the beach (Fig. 4). 



 
Fig. 3. Spit growth and submerged bar in front of the Gangavali river mouth near 
Ankola. 

 
 

 
Fig. 4. Headlands on either side of the Aghanashini river mouth 

 

6.6 Results and observations 

6.6.1 Wave refraction analyses 

During wave propagation from deep water to shallow water, waves 
undergo modifications in their height, speed and direction in response to 
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bottom topography and shoaling. This process of wave transformation is 
called wave refraction and can be expressed as  

 
 
 
 
 
where, θ1= angle at the wave crest makes with the bottom contour over    

which it is passing 
             θ2= a similar angle when it passes over the next contour 
             C1 = wave velocity at the depth of first contour 
             C2= wave velocity at the second contour 
            gDC =1   in shallow water 
              C= gT2 in deep water 
 
D=depth of water, T=wave period, g=acceleration due to gravity. 
The principle direction of wave approach in this region is from North 

West during November to February; from West during March to early June 
and from Southwest and South –Southwest during June to early Novem-
ber. The predominant wave periods range between 6 to 12 seconds. There-
fore, wave refraction analysis is carried out for these wave conditions fol-
lowing Shore Protection Manual 1977.  

Refraction pattern indicated that there is southerly alongshore drift for 
Northwesterly wave approach where as, for waves approaching from West, 
wave divergences occur in the river mouth region and wave convergence a 

River Venkatapur, the Sharavati, the Kali etc may also aid this effect. 
These divergence and convergence of waves generate circulation cells in 
the surf zone (Murthy and Veerayya 1985). Southwesterly approaching 
waves observed during monsoon to early post monsoon generate northerly 
drift. As the energy of these waves is high compared to the post-monsoon, 
net northerly drift dominate over the southerly drift along the coast. Based 
on the geomorphic feature, Kunte and Wagle (2001) also infer net north-
erly drift in the surf zone.  
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little away from the mouths (Fig. 5). Presence of islands in front of the 



 
Fig. 5.
for the study area 

6.6.2 Salinity  

Salinity in the ocean water ranges form 26.86 to 44.76 g/L in the study 

The regions adjacent to the mouth record low salinity (locations 1, 2,3,16, 
and 17) and those away from estuaries record higher salinity. Further, sa-
linity during pre-monsoon is high as compared to the post monsoon, a fea-
ture common along the tropical coasts. 

6.6.3 Temperature 

Vertical gradient of temperature is less conspicuous (<2 C0) in the study 
area. The increase in thermocline during summer is observed which is a 
common feature  in the mid latitude (Pickard and Emery 1982) due to solar 
radiation. Temperature profiles for all the months show distinct difference 
between bottom, intermediate and surface waters.   

 Littoral drift pattern along the coast derived from wave refraction pattern 
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area. In general, the salinity profiles (Fig. 6) indicate distinct stratification. 



6.6.4 Total suspended sediments (TSS)  

During pre monsoon (March) concentration of TSS is high (> 30 mg/l) and 
low during October compared to the pre monsoon. During April there is 
indistinct difference between surface and bottom water with regard to TSS 
concentration. There are pockets of higher concentration in the near shore 
region (c.f.off Manki). In general, surface waters show higher concentra-
tion near the coast and show lesser concentration away from the coast.  

 
 

 
Fig. 6. Salinity profiles for the near shore region between Honnavar and Bhatkal 

6.6.5 OCM pattern 

Seasonal pattern of IRS P4 OCM for the different tidal conditions and sea-
sons indicate distinct landward movement during pre monsoon (March) in 
the near-shore region, especially in the vicinity of the river mouths 

near-shore region. South of Bhatkal, sediment transport is southward, 
where as to the north of Bhatkal, they show many circulation patterns like 
local, landward and seaward. 
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(Fig. 7a). Two different patterns of sediment transport are observed in the 
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study area 
 
High concentration of suspended sediments over a wide area in front of 

the river mouths and head lands (Apsarakonda) is observed during mon-
soon, which suggests high turbidity in the region. Sediment plume is ob-
served in front of the Sharavati river mouth, the Venkatapur River, the 

monsoon (October), sediment concentration is less compared to pre mon-
soon and it is seaward (Fig. 7c). 
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Fig. 7c. OCM patterns showing seasonal variations in TSS dispersion in the 

Kali, the Aghanashini, and the Gangavali mouths (Fig. 7b). During post-



6.6.6 Beach profile studies 

Beach profile studies indicated accretion during post monsoon (Septem-
ber-October), erosion during monsoon (May-August), followed by a minor 

feature of the beaches of the Central West Coast of India (Chavadi et al 
1999; Bhat et al 2003). However, in the vicinity of the river mouths, it is 
highly variable especially during transitional periods (monsoon to post 
monsoon and pre-monsoon to monsoon). Similar depositional and ero-
sional processes are observed along the beaches in the vicinity of the Kali 
River and the Gangavali river mouths (Nayak 1986; Chavadi et al 1989 re-
spectively). During monsoon, erosion is observed both on either side of the 
river mouths, but during pre monsoon and post monsoon both the sides 
show different trends. 

 

 

6.6.7 Textural characters 

Sediments along the coast are medium to fine grained (Table1), moderate 
to poorly sorted which suggest moderate to low wave energy conditions 
prevailing in the region. However, temporal and spatial variations in the 
grain size characteristics are evident. In general the sediments are bimodal 
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cycle of erosion during December / January (Fig. 8) which is a common 

Fig. 8. Seasonal variation in beach profiles at selected locations in the study area. 



to poly modal in nature and suggest either different sources or due to dif-
ferent mode of transport. The Coarsest first percentile versus median grain 
diameter (C-M) plots for the sediments of the beaches indicated uniform 
graded suspension and corroborate the above features. Coarsening of grain 
size close to the river mouths of the Gangavali  (Chavadi and Hegde 1989; 
Bhat et al 2003); the Sharavati river mouth (Hegde et al 2007); the Kali 
river mouth (Hanamgond and Hegde  2002) during monsoon  compared to 
pre monsoon have been reported which suggest selective removal of fines 
from the foreshore. Such a winnowing action results in improvement of 
sorting, but in the present case the sorting decreased. The bivarient plot in-
dicates these could be due to river input. 
 
Table 1 Textural  characteristics of the beach sands in the study area 

 
Location Mean grain 

size 
Sort-

ing 
 (Phi) SD 

Majali Beach 2.68 0.41 

Ramnath Beach 2.22 0.43 

Sadashigad Beach 2.03 0.51 

Kodibag Beach 1.71 0.47 

Karwar Beach 2.23 0.48 

Gangavali Beach 2.14 0.45 

Aghanashini Beach 2.32 0.45 

Kudle Beach 2.76 0.35 

OM Beach 2.78 0.44 

Kasarkod Beach 2.35 0.43 

Manki Beach 1.94 0.47 

Shirali Beach 1.95 0.48 

Bhatkal Beach 1.41 0.36 
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6.7 Discussion 

As the coast under study is oriented North-North West-South South East 
(NNW-SSE), there is always a component of wind stress parallel to the 
coast in an equatorward direction during early monsoon. This pushes the 
surface high saline water body southward favoring low saline bottom wa-
ter to move upward leading to upwelling.  However, salinity conditions do 
not suggest the indication of the Cold up welled water at surface during the 
months of September. With the onset of monsoon, wind stress is more 
northward owing to SSW approach of the waves. Due to high wave activ-

During February-March, the surface flow is southward due to wind ap-
proaching from NNW, Northwest and from West, where as subsurface 
flow is northward (In Harishkumar et al 1990). The northward flow under- 
current brings low saline water of equatorial origin towards north, and 
through the process of upwelling causes upward movement and reduces 
the surface salinity. When these water bodies move landward during rising 
tide, they reduce the salinity in the inner shelf.        

Due to rough sea conditions during March, April and May, sea is agi-
tated resulting in re-suspension of the silty materials. These conditions are 
conducive for silty- clay facies to move landward especially in the mouth 
regions. The submerged bar present in the mouth diffract the waves caus-
ing the materials to move alongshore.  

Based on the model studies, Chandramohan and Nayak (1988) report 
southerly long shore current for the Central West Coast of India. However, 
the geomorphic features like spit growth towards north across rivers like 
the Sharavati, the Venkatapur, the Gangavali and the Kali suggest the 
dominance of northward transport especially in the vicinity of the river 
mouths. The observed TSS dispersion is land ward during high tide, especially 
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ity, freshwater discharged by the rivers is carried by the surface water 
currents and concentrated in the near shore. This floodwater may diffuse 
horizontally and vertically after it enters the sea and spreads offshore. It is 
also possible that large discharge by the river may prevent the cold-water 
upwelling off this coast. During winter, rivers coming from the western 
ghat bring cold water. In addition to these, low saline Bengal bay water 
meets northward flowing equatorial Indian Ocean water and flow north-
ward as surface currents along the West Coast of India (In Harishkumar 
and Mathew 1997). This event causes reduction in the surface salinity 
along the SW coast. The net result is down welling in the region. The 
prevailing calm weather conditions due to low wave activities during 
November, December and January facilitate tidal currents to dominate. 
These tidal currents move the sediments seaward.  



during pre monsoon, and seaward during low tide. During post monsoon 
two distinct trends are observed both in terms of concentration as well as 
transport and during monsoon highly turbid conditions prevail. These fea-
tures suggest a complicated sediment dispersal pattern along the coast.  

6.8 Implications for pollution dispersion  

 It is well known that Indian coal is rich in Pb, Zn, Cr, Ni and SO2 (Table 
2). When coal is burnt, the concentration of these elements increases 6-7 
fold in the ash produced (Table 3; c.f. Sahu 1987).  

 
Table 2 Toxic heavy metals reported in coal (in ppm) 

Elements Indian Coal U.S.A.Coal Australian Coal British Coal 

 Min Max Min Max Min Max Min Max 
Co 16 40 1 43 0.6 30  - - 
Cr 400 700 4 54 1.5 30 12 50 
Ni 25 250 3 80 0.8 70 12 40 
Zn 1000 2500 6 5350 15 500   - - 

(source:  Sahu KC 1987) 
 

Table 3 Toxic heavy metals in coal, coal-ash ( in ppm) and its enrichment factors 

Elements Coal Fly-ash Enrich-
ment  
Ash/Coal 

Enrich-
ments in 
soil 64 
km away 

As 0 5.9 ± 6.0 61 ± 6 10.3 1.8 
Cd 0.19 ± 0.3 1.45 7.6 2.8 
Cr 20.2 ± 5.0 131 ± 2 6.5 0.84 
Co 6 38 6.3 1.9 
Cu 18 ± 2 .0 120 6.7 1.4  
Hg 0.12± 0.02 0.14± 0.01 0.9 0.5 
Mn 40 ± 3.0 493 ± 7 12.3 0.8 
Ni 15.1  98 ± 3 6.5 - 
Pb 30 ± 9 .0  70 ± 4 2.3 2.2 
Th 3.0 24 8.0 2.2 
U 1.4 11.6 ±0.02 8.3 4.0 
V 35 ± 3 .0  214 ± 8 6.1 0.9 
Zn 37 ± 4 .0  210 ± 20 5.2 9,2 

(source Sahu  KC 1987) 
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Owing to high rainfall and SO2 discharged into air by burnt coal, acid 
rain in the fragile ecosystem of the coastal region as well as on the West-
ern Ghat occurs. The fly ash escaped from the smoke trap at the Chimney 
disperses onto the land during SW winds, and when drained by surface 
flow, they reach the sea.  These may enter the food chain. In the sea, these 
pollutants get transported northward during monsoon and southward as 
well seaward during post-monsoon, thus causing entire coastal pollution. 
During pre-monsoonal upwelling (Hareeshkumar et al 1990) the deposited 
heavy metals get re-suspension and move landward during rising tide caus-
ing estuarine pollution. These waters are used during post-monsoon for 
aquaculture; the frawn culture is also affected. Due to winter down welling 
(Hareeshkumar and Mathew 1997) also there is re-suspension of the bot-
tom sediments. At a number of locations, due to pocket beach or due to 
headland effects, pollutants are trapped on one side and get concentrated. 
Thus, the prevailing wind, tidal and current systems carry pollutants along 
the entire coastal regions of Uttara Kannada district. 

6.9 Role of remote sensing 

Satellite data due to synoptic view, multi-spectral and multi-temporal ca-
pabilities are extremely useful for monitoring coastal environment.  Tur-
bidity/Suspended sediments and chlorophyll concentrations are indicators 
of water quality that can be monitored using ocean colour sensors such as 
SeaWiFS, OCM, MODIS etc. mounted on satellites. Chlorophyll indicates 
trophic status, nutrient load and possibility of pollutants in coastal waters. 
Municipal sewage and industrial waste are major types of pollution ob-
served on the coast.  Such waste out-falls are difficult to detect as near 
shore waters are turbid. However, the information related to movement of 
suspended sediments helps in predicting waste effluent transportation path. 
In addition, ocean colour sensors are used to monitor phytoplankton 
blooms. Phytoplankton blooms are known to occur under various condi-
tions in the near-shore regions. They may occur with cyclic regularity in 
certain regions where certain optimum environmental conditions prevail in 
marine waters. These planktons produce certain toxins, which adversely 
affect fish and other organisms. The bloom usually takes place rather sud-
denly and may spread with amazing speed, changing colour of surface wa-
ter into red, green or hay colour. Although conventional point measure-
ments of above discussed parameters using ships or boats provide accurate 
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concentration measurements such surveys are limited  to extremely poor 
spatial coverage that too of a particular time. Moreover, the costs of 
conducting surveys using ships/boats are very high. Efforts are in progress 
to simulate dispersal patterns of pollutants by integrating satellite based 
input parameters in hydrodynamic models.   
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7. Landslide Hazard Zonation in Darjeeling 
Himalayas: a Case Study on Integration of IRS 
and SRTM Data 

Mopur Surendranath, Saibal Ghosh, Timir B. Ghoshal 

Abstract 

Landslide Hazard Zonation (LHZ) mapping of the Darjeeling Himalayas in 
Eastern India has been taken up by the Geological Survey of India to de-
marcate various zones based on their susceptibility to failure and suggest 
remedial measures. In this article, the various spatial data sets utilized and 
different digital techniques adopted in susceptibility mapping, the results 
of the GIS-based modeling studies following the BIS (1998) guidelines on 
macro-scale landslide zonation are described. The limitations of Digital 
Elevation of Models derived from topographic maps and IRS pan stereo-
scopic satellite imagery through digital photogrammetry are explained and 
the utility of 3-arc second Shuttle Radar Topography Mission (SRTM) 
DEM data to overcome those limitations in the highly rugged hilly terrains 
such as the Darjeeling Himalayas are discussed. Five zones in the order of 
increasing susceptibility are demarcated by GIS vector data overlaying 
techniques on the basis of Landslide Hazard Evaluation Factor (LHEF) rat-
ing scheme. The validity of this susceptibility zonation vis-à-vis existing 
landslide inventory is briefly dealt with and adoptability of BIS LHEF rat-
ing scheme while employing GIS-based modeling studies are critically 
evaluated.  

7.1 Introduction 

Landslides pose serious threat to human settlements, transportation, natural 
resources management and tourism in the Himalayan Region in India. Dar-
jeeling Himalayas in West Bengal province are no exception, where every 
year during the monsoon period (between June and September), loss of 
human lives and colossal damage to properties take place due to slope in-
stability. Darjeeling region witnessed devastating landslides in July 2003 
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resulting in the death of tens of people and complete disruption of commu-
nication network during the heavy rainfall. Geological Survey of India 
(GSI) has initiated on priority basis an integrated multidisciplinary pro-
gramme on Landslide Hazard Zonation (LHZ) mapping of the entire Dar-
jeeling region following the tragedy, to demarcate various zones based on 
their susceptibility to failure and suggest mitigative measures for minimiz-
ing the losses caused by the landslides. 

7.1.1 Geological setup 

The Darjeeling area in West Bengal, India is bound by Nepal Himalayas in 
the west, Sikkim Himalayas in the north, Bhutan Himalayas in the east and 
by the alluvial plains in the south. One of the most important factors con-
tributing to the landsliding in study area is its complex geomorphological, 
geological and seismo-tectonic setup. The hill ranges of Darjeeling area 
are highly rugged, structurally-controlled and are constantly under the 
highly dynamic and active denudational (erosional) processes. Major Hi-
malayan tectonic elements namely Main Boundary Thrust (MBT) and 
Main Central Thrust (MCT) traverse the southern parts of the area. The 
MCT separates the Proterozoic high grade rocks of Chutang Formation 
(present in the north) from the lower grade schists of Gorubathan Forma-
tion and Palaeozic Gondwana sediments.  These rock formations are tec-
tonically separated from the Siwalik sediments (Plio-Pleistocene age) by 
the MBT (Geological Map of India 1998). Several earthquakes ranging in 
magnitudes between 4.0 and 6.0 were reported in the recent past (Seis-
motectonic Atlas of India and its environs 2000). 

7.1.2 Status of landslide hazard zonation studies  

In India, landslide studies are conducted by a number of institutions, re-
search and academic. GSI is one of the earliest to take up the landslide in-
vestigations in the Darjeeling area (Sinha et al. 1975). Since early 1980s 
GSI is undertaking landslide zonation studies in various hilly terrains of 
India. Besides, several workers of various organizations are involved in 
Landslide zonation studies in different parts of the major hilly terrains In-
dia. Saha and others (Saha et al. 2002) have attempted landslide hazard 
zonation in parts of Bhagirathi Valley using RS and raster GIS techniques. 
Ramakrishnan and others (Ramakrishnan et al. 2002) carried out LHZ in 
parts of Niligiri Hills while concentrating on the hill area development. 
Sudhakar and others (http://www.gisdevelopment.net / application / natu-
ral_hazards / landslides / nhls0006.htm) have carried out prioritization of 
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landslide hazard zones in parts of Darjeeling district through Remote Sens-
ing and GIS Approach. GIS-based statistical landslide susceptibility zona-
tion - with a case study in the Himalayas was presented by Saha and others 
(Saha et al. 2005). The Building Materials and Technology Promotion 
Council (BMTPC), Ministry of Urban Development & Poverty Allevia-
tion, New Delhi and Centre for Disaster Mitigation & Management 
(CDMM), Anna University, Chennai have prepared the landslide Hazard 
Zonation Atlas of India on 1:6,000,000 scale (2004) based on GIS tech-
niques. Various departments of Indian Space Research Organisation 
(ISRO) namely NRSA, SAC, ADRIN and IIRS are also actively involved 
in the preparation of hazard zonation maps using RS and digital photo-
grammetry. 

In view of a need for better coordination among various organizations 
and research groups so as to provide a focussed thrust to some critical as-
pects of landslide studies, the Department of Science and Technology 
(DST) has initiated a coordinated programme on the Study of Landslides 
which is being carried out in a multi-institutional mode. Geological Survey 
of India has been declared as the nodal agency for landslides by Govern-
ment of India in 2004 (Ministry of Steel and Mines, communication no.11 
[5] 04-M.I. dated 29.1.2004). 

7.2 Methodology 

Geological Survey of India undertakes various types of investigations on 
landslides - macro, micro and site-specific surveys and mapping mainly 
through conventional field methods. Bureau of Indian Standards (BIS) 
guidelines (BIS 1998) are being implemented by GSI in macro scale 
(1:25,000 / 1:50,000) landslide hazard zonation mapping in the various 
hilly terrains of India. BIS methodology, based on conventional field map-
ping, essentially comprises slope facet mapping of the terrain and subse-
quent grouping of these facets into various hazard zones based on the 
combined effect of several causative factors such as lithology, structure, 
slope morphometry, relative relief, land use and land cover, and hydro-
geological conditions. In view of the developments in photogrammetry, 
particularly with the availability of high resolution remote sensing satellite 
imagery, GSI launched an integrated multidisciplinary programme on 
Landslide Hazard Zonation (LHZ) mapping of the entire Darjeeling re-
gion. Digital Photogrammetric techniques to derive Digital Elevation 
Models (DEMs) from  satellite imagery, image processing tools for deriva-
tion of terrain parameters from DEM and GIS overlaying techniques to 
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implement BIS guidelines in LHZ studies are employed for the first time 
by GSI. 

Digital Elevation Modeling techniques are adopted to derive parameters 
on geomorphology-based landslide controlling factors like slope gradient, 
aspect, elevation, and plan and profile curvatures. Extraction of accurate 
DEM for the hilly terrain is not an easy task, keeping in view of the large 
area of present study (more than 1400 sq km) and the expensive nature of 
high resolution data and software techniques. A portion of the Darjeeling 
district has been selected to explore the optimality of various methods for 
the derivation of accurate DEM from different data sources such as topog-
raphic maps, IRS pan stereoscopic satellite imagery and freely available 
Shuttle Radar Topography Mission (SRTM) elevation data.  

7.2.1 Digital photogrammetry studies on IRS PAN Data 

Due to persistent cloud cover round the year only one pair of cloud-free 
IRS 1C pan stereoscopic satellite imagery (23.78 X 26.72 km. 5.8 m reso-
lution, 13th November 1998 and 13th December 1998) with stereoscopic 
overlap of about 340 sq km area covering Darjeeling town and its environs 
could be acquired apart from one IRS pan satellite imagery (70 X 70 km. 
5.8 m resolution, 9th November 2002). Erdas Imagine together with the 
Leica Photogrammetry Suite (LPS) is used for the extraction of DEM. 

The raw IRS pan imageries after importing in Erdas Imagine were sub-
jected to brightness inversion for effective usage in DEM extraction. Dur-
ing the course of DEM extraction from the stereoscopic data through LPS 
it was realized that Ground Control Points (GCPs) are essential to generate 
an accurate DEM. However, sufficient GCPs are not available for the 
study area. As an alternative, GCPs from the topo-maps (1:50,000 scale) 
are utilized. 2D root-mean-square error (RMSE) of about 0.6-pixel (less 
than 4 meters) was achieved during block bundle adjustment and Aerotri-
angulation. However 3D RMSE reported was more than 150 m in the 
DTM extraction stage in LPS OrthoBase Pro.  In view of the minimum 
kernel size (3 X 3 pixels) during interpolation, a DEM with a resolution of 

124      M. Surendranath et al. 

18 m was generated. The resultant DEM (Fig. 1) is in good quality, sharper 
and finer in details excepting a few holes and spikes. 

 



Fig. 1.  

Due to the absence of GCPs and high 3D RMSE it was difficult to 
evaluate the resultant DEM for its elevation accuracy.  

7.2.2 DEM Extraction from Topographic Maps 

Earlier DEMs were mainly derived from the contour data (of different in-
tervals) but digitization of contours of hilly and rugged terrains is labori-
ous. Though it is difficult to extract elevation information for areas of deep 
gorges and escarpments, contour data has been utilized for the generation 
of DEM, since it is easily available from the topographic maps. Contours 
at 20 m and / or 40 m were extracted from the topo-maps of the study area 
and conventional interpolation techniques available with commercial soft-
ware such as ArcGIS (with Spatial Analyst and 3D Analyst modules) were 
employed for extraction of DEM of 10 m resolution. Point data as eleva-
tion sources such as spot heights, triangulation points and bench marks 
were also extracted from the topo-maps. Break-line data such as drainage, 
escarpments and ridge crests are also included for refining the DEM. 

Triangulated Irregular Networks (TIN) was derived from the contour 
data interpolation and subsequently these TINs were converted into DEMs 
of 10 m resolution. These DEMs appear to be of better quality in terms of 
vertical accuracy excepting the areas comprising deep gorges and steep 
valleys (Fig. 2).  

 

 DEM of Darjeeling generated from IRS 1C pan imagery
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Fig. 2. DEM of a part of Darjeeling Himalayas based on contour data   

7.2.3 Shuttle Radar Topography Mission (SRTM) DEM  

The unedited SRTM data contain several voids or missing data patches 
due to lack of contrast in the original SRTM radar image, presence of wa-
ter, or excessive atmospheric interference. These randomly distributed data 
holes or  voids which are fewer in number in the study area, especially 
concentrated in steep regions (often on hillsides with a similar aspect  due  
to  shadowing)  range in size  from  one  pixel  to  regions of  less than 2 
km2,  have impeded the potential use of SRTM for any analysis. 

Several spatial analysis techniques for filling the holes such as spatial 
filters, iterative hole filling and interpolation were available (Martin 2004) 
to improve the usability of SRTM DEM for terrain analysis. Void filling or 
patching of the missing data was performed by linear interpolation  

In view of the limitations, of contour data interpolation techniques and 
digital photogrammetry on IRS 1C pan stereoscopic imagery, in deriving 
exact and accurate DEMs of this highly rugged study area, freely available 
SRTM elevation data was explored. In the present study, two SRTM 
one degree datasets (unfinished grade) N26E088.hgt and N27E088.hgt 
in compressed form covering the area between 88º and 89º E longitudes 
and 26º and 28º N latitudes in HGT format (16-bit signed integer raster 
data) were downloaded from Seamless Data Distribution System 
(ftp://edcsgs9.cr.usgs.gov/pub/data/srtm/) in December 2004. This dataset 
is a resample version of 1arc-second SRTM-1 with resolution of 3 arc-
second (90 m). 
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Fig. 3 SRTM DEM (corresponding to DEM of Photogrammetry) 

 
algorithm available with the freely downloadable 3DEM software (http:// 
www.visualizationsoftware.com / 3dem.html). The resultant void-free 
DEM which is in Geographic projection on WGS 84 datum was repro-
jected on to Polyconic projection with Everest 1956 Spheroid and Indian 
(India-Bangladesh) Datum. The void-free DEM which is of 90 m resolu-
tion was resampled at 30 m resolution through nearest neighbour technique 

 
 

 
 
Fig. 4 Processed SRTM DEM (corresponding to DEM of contour data) 

of DEMs extracted from the three sources described above, in deriving the 
terrain parameters pertaining the key landslide causative factors are de-
scribed in Section 4. 

. 

. 

Landslide Hazard Zonation in Darjeeling Himalayas      127 

(Figs. 3 and 4) for deriving the terrain parameters. The extent of utility 



7.3 GIS studies 

7.3.1  Extraction of spatial datasets 

The datasets required for Landslide Hazard Zonation (LHZ) as per BIS 
(1998) guidelines include lithology, structure, land use and land cover, 
slope morphometry, relative relief and hydrogeological conditions. The 
data pertaining to lithology and structure has been collected from existing 
geological maps (1:50,000) of the Darjeeling area. Digital image process-
ing of IRS 1D satellite imagery (LISS 3 FCC and pan scenes) led to the ex-
traction of land use / land cover and hydrogeology. Vector polygon data-
sets pertaining to these themes were generated in ArcGIS (ArcInfo).  
    Raster GIS tools available in ILWIS 3.3 Academic version, particularly 
filtering and reclassification tools were used to derive slope and slope as-
pect raster datasets from the DEMs created earlier. Five slope categories 
(<10º, 10º-25º, 25º-35º, 35º-45º and > 45º) and twelve slope aspect classes 
(each at 30º azimuth interval) were depicted in slope and slope aspect 
themes respectively. Assessment of combined effect of various landslide 
causative factors on each slope facet is the main focus in the present land-
slide macro-zonation studies. Therefore, slope facet maps (scale 1:50,000) 
were created by conversion of slope and slope aspect raster datasets into 
polygon themes and subsequent vector overlaying of these themes in Ar-
cGIS (ArcInfo). Slope facets with less than 10,000 m2 area were included 
with the adjacent polygons in view of the scale of zonation (1:50,000). 
    Relative relief within each slope facet is calculated by raster zonal statis-
tics in ArcGIS Spatial Analyst. Slope facet map as a zone dataset and 
DEM as a value raster were used to extract the minimum, maximum and 
range of elevations as statistical parameters within each facet. The eleva-
tion range field is renamed as relative relief for subsequent analysis. 

7.3.2  Landslide hazard zonation mapping 

Each of the aforesaid factor themes (spatial datasets) is assigned a rating 
(Table 1), a terrain susceptibility indicator to slope failure or slope instabil-
ity, based on LHEF (Landslide Hazard Effective Factor) rating scheme 
(BIS 1998). The individual classes within each theme are rated subject to 
maximum rating of that particular theme. In case of slope factor theme 
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there are five classes viz. 0-10º, 11º-25º, 26º-35º, 36º-45º and > 45º and the 
ratings are 0.5, 0.8, 1.2, 1.7 and 2.0, respectively.   Similarly relative relief   

 

Table 1. LHEF rating scheme 

 Theme Maximum  
LHEF Rating 

 Lithology 2 

 Structure 2 

 Slope Morphometry 2 

 Relative Relief 1 

 Land use and Land cover 2 

 Hydrogeological conditions 1 

 

Table 2. Various hazard zones based on TEHD Values 

 Zone TEHD Value Description of the Zone 

 I  <3.5 VLH (very low hazard) zone 

 II   3.5 to 5 LH (low hazard ) zone 

 III   5.1 to 6 MH (moderate hazard) zone 

 IV   6.1 to 7.5 HH  (high hazard) zone 

 V   >7.5 VHH (very high hazard) zone 

 
has three classes viz., < 100 m, 100-300 m and >300 m and the ratings are 
0.3, 0.6 and 1.0, respectively. Every individual feature (facet) in the Facet 
map is tagged with LHEF rating attribute for different factor themes. Total 
Estimated Hazard (TEHD) on each facet is calculated by combining the 
cumulative effective rating (a 10 point-grading) of all the six factor 
themes. Five zones, from very low hazard to very high hazard, have been 
identified based on TEHD value ranges (Table 2). Landslide Hazard Zona-
tion has been carried out by assigning each facet to a particular hazard 
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zone using the TEHD value and a zonation map for the south-eastern part 
of Darjeeling Himalayas (Fig. 5) was generated. 

 

Table 3. Various hazard zones affected by landslides 

Susceptible zone (Sq. m.)  % of zone 
 in total area 

% of Zone affected by  
landslides 

VLH (very low hazard) zone 1.63 0.56% 

LH (low hazard ) zone 56.7 19.52% 

MH (moderate hazard) zone 108.0 37.24% 

HH  (high hazard) zone 113.0 39.01% 
 

7.4 Discussion 

7.4.1 Validation of LHZ mapping 

In order to validate the zonation mapping, the existing landslide inventory 
theme is superimposed over the hazard zonation map.  More than 75% of 
the area (Table 3) falls under moderate (37.24%) and high hazard 
(39.01%) zones whereas about 4% is within the Very High Susceptible 
Zone.  It further showed that 58% of the area in high susceptible zone, 
28.37% in moderate susceptible zone and 5.8% in Very High Susceptible 
Zone affected by landslides. The landslide inventory further showed that 
concentration of landslide activity mainly in the southern part of the area 
though the terrain in the northern part comprises several HH and MH 
zones. This anomaly in landslide activity can be attributed to the presence 
of Main Central Thrust (MCT) and Main Boundary Fault (MBT) in the 
southern part.  Another reason could be due to the presence of soft younger 
sedimentary rocks in the south, whereas the northern part is represented by 
the high grade metamorphic rocks. Therefore the hazard zonation map in 
this study need to be refined further by taking some more parameters into 
consideration particularly in areas which are tectonically and seismically 
active. It may also be required to modify the weights for different parame-
ters and classes within each parameter. 
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Fig.  5. LHZ map of part of Darjeeling Himalayas 

7.4.2 Limitations of BIS techniques in LHZ 

The preparation of landslide zonation or susceptibility maps are of great 
importance to planning agencies for preliminary hazard studies especially 
when a regulatory planning policy is to be implemented. Small-scale re-
gional surveys are low cost techniques by which large areas can be covered 
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facet maps may be of considerable help. With the rapid urbanization and 
spread of developmental activities in the hilly terrains, more and more ar-
eas are being affected by landslides and therefore one has to consider other 
causative factors as well particularly, the anthropogenic interference 

Apart from the six causative factors, vegetation, pedology and climate 
(particularly rainfall) are also among the most inducive factors and to be 
taken up exclusively instead of combining with other factors.  

The concept of slope facet as the basic study unit needs to be re-
examined. Excepting the isotropism in case of slope morphometry no other 
causative factor can have uniform properties, whether it is lithology, struc-
ture, land use or hydrogeology. The relationship between slope of the each 
and every facet and geological structures such as joints, fractures and bed-
ding planes in terms of inclination and direction, required to be estab-
lished. In the terrains such as the present area which is highly rugged and 
covered it may not be possible to assign LHEF rating for this parameter in 
all the facets. Modern and proven landslide hazard assessment techniques 
such as landslide inventory analysis, heuristic analysis, statistical analysis 
and deterministic analysis (van Westen 1994) should be applied instead of 
this technique which had been devised mainly for conventional field / 
manual surveys. 

7.4.3 Optimality of DEM techniques 

DEM studies are a must for landslide hazard zonation since it is the only 
digital source for extraction of parameters on slope-controlled causative 
factors. Extraction of DEM from conventional data sources such as topo-
maps or contour maps is one of the oldest techniques which is still fol-
lowed in developing countries like India as they are easily available. Due 
to the presence of numerous deep and narrow valleys or gorges, escarp-
ments and cliffs in the Darjeeling Himalayas, contour data is incomplete. 
Hence the terrain parameters derived from these DEMs can not be relied 
upon especially in areas having narrow valleys and escarpments. 

Though the required GCPS are absent, a moderate quality DEM of 18 
metre resolution, for a small portion of the study area was extracted from 
the IRS pan stereoscopic satellite imagery. The high cost of stereoscopic 
satellite data and software and the non-availability of accurate GCPs pre-
vent from adopting the photogrammetric method for DEM extraction in 
small scale or regional landslide hazard zonation studies of a large region 
like Darjeeling Himalayas.  

in a relatively short time permitting an economical and rapid hazard as-
sessment. To this extent BIS technique of hazard zonation over the base 
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3 arc-second SRTM DEMs which are processed and resampled to gen-
erate void-free 30 metre resolution DEMs are thoroughly explored and 
found to be good for rapid generation of slope morphometry maps on 
1:50000 scale for large areas like the present study area. Missing patches 
are not many in the SRTM DEM of this region and they can be easily 
eliminated by linear interpolation techniques and hence are not at all a 
constraint for this study. Jarvis (Jarvis et al. 2004) who gave a good com-
parison of SRTM DEM with DEMs generated from cartographic data, 
concluded that SRTM DEM are better for deriving slope morphometry pa-
rameters rather than DEMs generated from 1:50,000 topo-maps. Process-
ing of SRTM DEM may not be a hindrance with the availability of proc-
essed SRTM DEMs (5 X 5 degree tiles of 90 m resolution) freely from 
Consortium for Spatial Information (CGIAR-CSI) and can be used straight 
in regional landslide hazard zonation studies. 

7.4.4 Vector GIS techniques in landslide hazard zonation  

Vector polygonal factor themes were generated for various causative fac-
tors of slope instability as per BIS standards. In view of the macro zona-
tion studies carried out on  1:50,000 scale, many facets (polygons) were 
included with adjacent classes in facet map, so as to keep the minimum 
size of the facet to 10,000 metre2, which resulted in having facets with er-
roneous slope morphometry values. In stead of overlaying factor maps 
which is the usual practice in GIS analysis of landslide zonation, in the 
present case effective factor ratings for each theme are calculated on each 
facet. While doing so the polygonal area of the individual classes within 
each factor theme versus the size of the facet determines the class of the 
factor which will be assigned to the facet. As a result the actual effect of 
various causative factors of slope instability is missing partially or com-
pletely.  

7.5 Conclusions 

The present study clearly indicates the advantage of  the processed 3 arc-
second SRTM DEM in deriving terrain parameters for regional landslide 
zonation studies (1:50,000 scale) and the limitations of topo-maps in DEM 
generation pertaining to hilly regions. If good and accurate GCPs are 
available then one can choose digital photogrammetry of high resolution 
stereoscopic imagery as well for DEM generation provided they are avail-
able. The use of BIS techniques in LHZ may be critically re-examined 
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while adopting digital techniques for hazard zonation. Instead, modern and 
proven assessment techniques such as landslide inventory analysis, heuris-
tic analysis, statistical analysis and deterministic analysis through GIS 
(raster analysis) should be applied. 

References 

Andy Jarvis, Jorge Rubiano, Andy Nelson, Andrew Farrow, Mark Mulligan 
(2004) Practical use of SRTM data in the tropics: Comparisons with digital 
elevation models generated from cartographic data, International Centre for 
Tropical Agriculture (CIAT) and the International Plant Genetic Resources 
Institute (IPGRI), Cali, Colombia, Working Document no. 198 

BIS (1998) Indian Standard Preparation of landslide hazard zonation maps in 
mountainous terrains – guidelines, Part 2 macro-zonation, Bureau of Indian 
Standards, New Delhi, India, IS:44496 (Part2) 

Consortium for Spatial Information (CGIAR-CSI) of the Consultative Group for 
International Agricultural Research (CGIAR) ( 2005) SRTM Data Processing 
Methodology, http://srtm.csi.cgiar.org/SRTMdataProcessingMethodology.asp 
Accessed 27 May 2006 

Foumelis M, Lekkas E, Parcharidis I (2004) Space Data from Earth Sciences.  El-
sevier, Amsterdam, pp 321-332 

Geological Map of India (1998) Geological Survey of India, Kolkata, India.  
Hengl T, Gruber S, Shreshta DP (2003) Digital Terrain Analysis in ILWIS, Lec-

ture notes and user guide. International Institute for Geo-Information Science 
and Earth Observation (ITC), Enschede, Netherlands  

Landslide Hazard Zonation Atlas of India (2004) Building Material and Technol-
ogy Promotion Council, New Delhi, India 

Martin G (2004) Free and low cost datasets for international mountain cartogra-
phy.  http://www.icc.es/ workshop/ abstracts/ica_paper_web3.pdf. Accessed 
24 May 2006 

Ramakrishnan S, Santee Kumar V, Afar Sadie MGSM, Venugopal K (2002) 
Landslide zonation for hill area development 
http://www.gisdevelopment.net/application/natural_hazards/landslides 
/nhls0013.htm. Accessed 27 May 2006 

Saha A, Gupta RP, Arora MK (2002) GIS-based landslide hazard zonation in the 
Bhagirathi (Ganga) valley, Himalayas. Int J Remote Sens 23(2):357-369 

Saha AK, Gupta RP, Sarkar I, Arora MK, Csaplovics E (2005) An approach for 
GIS-based statistical landslide susceptibility zonation - with a case study in 
the Himalayas.  Landslides 2(1):61-69 

Seismotectonic Atlas of India and its environs (2000) Geological Survey of India, 
Kolkata, India, pp 12-13 

Sinha BN, Verma RS, Paul DK (1975) Landslides in Darjeeling District, West 
Bengal and adjacent areas, Bulletin of the Geological Survey of India Series 
B, Engineering Geology and Groundwater, no. 36 

134      M. Surendranath et al. 



Sudhakar S, Sadasivarao B, Suryaprakasa Rao B, Venkateswara Rao V Prioritization 
of landslide hazard zones in parts of Darjeeling district, West Bengal, India- a RS 
and GIS approach. http://www.gisdevelopment.net/application/nrm/mountain/ 
mounm0004.htm. Accessed 27 May 2006 

Surendranath M, Rajendran, N (2005) Digital terrain analysis in landslide hazard 
zonation: A case study, Erdas India User Conference, Hyderabad, India, January 
3, 2005 

Van Westen CJ (1994) GIS in landslide hazard zonation: a review, with examples 
from the Colombian Andes. In: Price MF and Heywood DI (eds) Mountain 
Environments and Geographic Information Systems. Taylor & Francis, 
London, pp 135-166 

 

Landslide Hazard Zonation in Darjeeling Himalayas      135 



8. Monitoring and Interpretation of Urban Land 
Subsidence Using Radar Interferometric Time 
Series and Multi-Source GIS Database 

Swati Gehlot

Abstract 

Subtle and gradual land subsidence in the Netherlands is a well-known 
phenomenon and it potentially involves a high risk of subsidence disaster 
in the densely populated areas. Based on the conventional geodetic tech-
niques such as leveling, the slow deformations in urban areas are difficult 
to monitor due to low temporal and spatial sampling frequencies. We pre-
sent the potential of Persistent Scatterer Interferometry (PSI) as an effi-
cient satellite based technique of deformation monitoring. Time series of 
radar multi-epoch images (up-to 15 years) are analyzed to extract the tar-
gets with a stable phase behavior over time. PSI is particularly useful in 
application to urban environment as the buildings and solid structures are 
favorable radar point targets. 

For the interpretation of the PS data, we propose an approach of multi-
source geo-information combination. Geographical Information Sys-tem is 
used to combine different geo-information sources such as land-use, ca-
daster databases, aerial photos and digital ortho-map. This combination 
leads to the possibility of interpretation of PS data with reference to physi-
cal ground features, and hence, provides an idea of the reasons of the sub-
sidence. Moreover, a Web-GIS interactive visualization interface is de-
signed to share the PS derived land subsidence data to a variety of users. 
Test cases of PSI analysis for the cities of Delft and Rotterdam in the 
Netherlands are presented and discussed. 

8.1 Introduction 

Country like the Netherlands, with most of its areas having ground level 
below mean sea level, is highly susceptible for land subsidence and flood-
ing risk. The conventional geodetic techniques for measuring the ground 
surface changes such as levelling etc. are carried out on a countrywide 
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scale. However, the spatial data sampling density in these conventional de-
formation monitoring methods is highly insufficient compared to what is 
needed to explore and interpret the slow deformations. These subtle and 
slow localized deformations arise due to various driving mechanisms, for 
example, infrastructural works, industrial water extraction, ground water 
and soil variability, faulty building foundations, etc. Moreover, the con-
ventional field based techniques are time consuming as well as very ex-
pensive to carry out, resulting in the low temporal sampling of the data. 
Many levelling campaigns take as long as 4 to 5 years to finish and as a re-
sult, many small or localized areas undergoing subsidence remain unno-
ticed. Also, this subsidence of ground with reference to the sea level leads 
to a gradual accumulation of a high flooding risk in the areas close to the 
dikes along the coastline. 

In this paper we present the ongoing research in land subsidence moni-
toring carried out at the Delft University of Technology. A satellite based 
ground deformation monitoring technique under development at the Delft 
Institute of Earth Observation and Space Systems (DEOS) is discussed in 
this paper. This technique, called as the Persistent Scatterer Inter-
ferometric Synthetic Aperture Radar (PS-InSAR), uses multi-epoch radar 
data to compute the average displacement rate of radar targets in the area 
under study. The reflection characteristics of the radar signal are analyzed 
in the data time-series to extract the pixels with time-coherent phase be-
havior. These selected pixels are referred to as Persistent Scatterers or PS. 
This paper provides an overview of the PSI technique and results of some 
case studies carried out in the Netherlands. We present the PSI as a poten-
tial deformation monitoring technique, giving examples of results and in-
terpretation in the densely populated areas. 

This research stresses the need of incorporating supplementary geo- in-
formation sources as an approach for improved interpretation of the de-
formation. After combination of various data, a MapServer WebGIS tool is 
used for dissemination of PS data to the user community (for example, de-
cision making authorities, planners etc.) using a simple web browser. In 
section 2, an overview on the processing steps of the PSI is described. Sec-
tion 3 and 4 discuss the main problems in the interpretation of PS observa-
tions and the web-GIS approach of PS visualization respectively. Test 
cases for Rotterdam and Delft cities in the Netherlands are shown in sec-
tion 5. Finally, the conclusions are derived along with a note on further di-
rection of work.  

138      S. Gehlot and R.F. Hanssen 



8.2 Overview: Persistent Scatterer Interferometry (PSI) 

As a supplement to various conventional subsidence monitoring tech-
niques, InSAR (Interferometric Synthetic Aperture Radar) has been used 
since the last two decades. InSAR gives the possibility to measure the de-
formations of the earth’s surface to sub-cm level of precision. Numerous 
studies have been reported about the land subsidence/deformation conse-
quent to earthquakes, hydrocarbon extraction, ice motion, changes in the 
ground water flow and geological phenomena (Massonnet, and Feigl 
(1998)).  

However, conventional InSAR applications suffer the inherent problems 
of geometric and temporal decorrelation of the deformation signal signal, 
along with the atmospheric variability over space and time (Hanssen, 
2001). The geometrical decorrelation corresponds to the measurement 
noise due to the different look angles of the two satellite passes, and tem-
poral de-correlation arises as a result of change in scattering characteristics 
of the ground objects with time. 

Persistent Scatterer Interferometry (PSI) (Ferretti et al., 2001) offers an 
advantage over the conventional interferometry to handle the geometric 
decorrelation, temporal decorrelation and the atmospheric artefacts. PSI 
exploits a temporal data archive of radar satellite images acquired over the 
deforming region. With satellites ERS -1 and -2 followed by ENVISAT 
launched in 2002, large amount of radar image data sets are available for 
analysis. Data archives of time periods up to 15 years (or 30 to 100 im-
ages) are useful in analyzing the behavior of subtle and slow deformation 
of radar point targets. 

Persistent Scatterers are time-coherent pixels identified from a stack of 
differential interferograms that have a common master image. In principal, 
the PSs are the pixels on the radar image that show similar reflection char-
acteristics over a long period of time. A master image is chosen from the 
available SAR images on the basis of a favourable geometry in relation to 
other images, i.e., optimal relative temporal and perpendicular baseline, 
and Doppler centroid. After the co-registration and oversampling (2 times) 
of the master and the slave images, a series of interferograms is created 
with the use of precise orbit information. In the current work, DORIS 
(Delft Object Oriented Radar Interferometric Software) is used for these 
processing steps. Various combinations of radar data time series have been 
used in the case studies discussed here. 

The subsequent processing for the detection of Persistent Scatterers is 
done using the Delft PSI algorithm. Coherent targets are identified by their 
amplitude and phase behavior before and after estimating topographic, 
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displacement, and atmospheric phase contributions. Time coherence esti-
mation is performed for individual PS and serves as a quality parameter for 
the measurements. The number of selected PS locations depends on the 
coherence threshold value — the higher the coherence threshold, the lower 
the number of accepted PS points. At the end of the PSI processing chain, 
the database of estimated parameters consists of locations (X,Y), relative 
topographic heights, displacement rates, time coherence, displacement 
time series, and the atmospheric signal time series for an individual PS 
(Gehlot et al., 2005). 

Persistent Scatterers usually correspond to solid or man-made structures, 
which commonly have a high radar backscatter (for example, buildings, 
lampposts, street/road edges, exposed rocks, solid surfaces etc.). The num-
ber of detected PS is therefore higher in an urban area in comparison to a 
rural or vegetated area. Moreover, the Persistent Scatterers or the deforma-
tion profile locations are usually much more in number compared to those 
derived by levelling and other conventional techniques of deformation 
monitoring. This shows an advantage of detection of so many deformation 
profiles from satellite images, without the need of fieldwork or expensive 
ground survey. This gives an idea about the cost-effectiveness of the PS-
InSAR technique in comparison to other traditional methods. 

8.3 Interpretation of PSI results and the use of  
web-based Geographical Information System 

Although the PS observations are very precise, the interpretation of the PS 
observations is rather challenging. This is due to the fact that the complex 
radar signal is difficult to reconstruct in terms of scattering mechanism of 
features on ground. Hence, to decompose the signal into the parameter of 
interest, i.e., displacement needs supplementary information sources about 
the ground objects (or the radar targets). Relating the PS behavior to local 
geo-information is an important step to interpret the signal, and further, 
correlating it to the mechanism(s) related to the observed subsidence be-
havior. 

In this study, a Geographical Information System (GIS) is included as 
an interactive tool to visualize and interpret the radar time series data. In-
corporation of supplementary geo-information pertaining to physical fea-
tures in the area gives a better understanding of the derived deformation by 
PSI. Useful information sources are cadastre databases, land-use maps, 
vector data sets of road and house construction boundaries and shallow 
and deep geology. The present research shows a combination of the PS 
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technique with a dedicated GIS toolbox to assist the PS data interpretation. 
Various case studies performed in different regions of the Netherlands re-
vealed substantial deformation rates of couple of millimetres per year.The 
following are the commonly available and used geo-data sources in con-
text of the Netherlands. 

8.3.1 Raster Data 

1. The Dutch topographic map (scale 1:25 000) used as a backdrop raster 
image for a visual inspection of the PS locations with respect to various 
man-made features.  

2. A high-resolution (1 meter) aerial orthophoto map of the area is also 
used for a quick reference to visualize PS. 

3. The radar Multi-image Reflectivity Map (MRM) is used after geocoing 
the image from radar coordinates to Dutch RD coordinates. The MRM 
is computed by averaging the radar images of the study area. Further, 
this averaged image is multi-looked by a factor of 5 in azimuth to ac-
count for the different resolutions in range and azimuth direction. 

8.4 Vector Data 

The Top10 Vector Map of the Netherlands, maintained by the Land Regis-
try Office at Netherlands (Top10 Vector, 2006) is used in classification of 
land use. The map scale is 1:10 000 and it completely covers the features 
of railroads, highways, infrastructural boundaries of underground metro 
tunnels, hydrographical features, houses, streets, built-up areas, and other 
such land use classes. The Top10 vector map is divided into different land 
use classes as line and polygon vector dataset. The following list covers 
the specific land-use information data used in this work, 
 
• Line vector for boundaries of infrastructures, namely railroads, trans-

mission lines, metro and tram lines etc.  
• Polygon vector for boundaries of water areas.  
• Polygon vector for boundaries of forests and vegetated areas. 
• Polygon vector for buildings and houses areas. 
• Line vector for boundaries of buildings and built-up areas. This map is 

called as large Scale Standard Map and abbreviated to GBKN (GBKN, 
2006) in Dutch. In suburban areas, the scale of this map is 1:500 or 
1:1000. 
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8.5 Web-GIS Visualization of PS Data 

Ground deformation data like the urban land subsidence or behavior of in-
frastructures, bridges, dykes etc. are most useful for the organizations like 
the city authorities, municipal departments, planners, infrastructure indus-
tries, mine industries, and Non-Government Organizations (NGOs). How-
ever, due to the complexities in the PS-InSAR data processing, the tech-
nique is often too difficult for this “non-expert” user community. 
Moreover, these parties are interested in the final results with reference to 
the existing information. For example, if city authorities are able to visual-
ize the PS results on the backdrop layer of infrastructural foundation de-
tails, they can quickly act on this information. Moreover, end users, with 
specific expertise can aid in better characterization of the radar scatterers, 
aiding further advancement in the technique. On the other hand, the pro-
viders of the PS results, i.e., the PSI scientists are not well aware of the lo-
cal areas so as to make a correct and localized interpretation of land subsi-
dence detected by PSI. 

To bridge this gap between the providers of the PSI technique i.e., the 
scientists and the end user community, we explore the possibility of using 
Web-GIS for an interactive visualization of PSI results. A Mapserver Web-
GIS tool (Mapserver, 2006) is used to create the Internet visualization in-
terface of PS-InSAR data. Originally developed by the University of Min-
nesota, Mapserver is one of the CGIs (Common Gateway Interface) that 
allow a server to geographically present/display the data in form of a 
”map”. Since Mapserver is designed and developed to support the evolving 
OGC standards (Open Geospatial Consortium OGC, 2005), it can be used 
to incorporate any remote data sources that publish data consistent with 
these standards. One of the main advantages of a web-based system is the 
ability to provide mapping capability to the general community i.e. anyone 
who can run a Web-browser, even in low bandwidth conditions, can visu-
alize the PS results. Gigabytes of spatial data can be manipulated on the 
server side and only small compressed images (usually less than 100 KB) 
are sent to the client. Via Mapserver, the dedicated GIS operations on the 
server can be called with simple buttons on the client or the internet ex-
plorer. The HTML (Hyper Text Markup Language) client or the browser 
with a query string sends variable values to the server, and the Mapserver 
CGI parses/renders the variables, reads the digital geo-data (in form of 
shapefile (ESRI, 1998)) described in the Mapfile, draws the requested 
map, prepares an HTML page (according to template definition) for pub-
lishing and sends this HTML page to the client browser. This process con-
tinues each time the browser sends in a variable request to the server. 

142      S. Gehlot and R.F. Hanssen 



A Mapfile (UMN Mapserver, 2006) or simply an input file is created for 
the Mapserver to connect the stored data shapefiles (ESRI, 1998) and da-
tabase of the persistent scatterers and the supplementary information data. 
This Mapfile is an ASCII file that lists the details of the input and output 
data attributes, map bounding box, etc. The attribute appearances, colour 
scales, and definition symbology for the desired display of vector data 
(points, lines, polygons) and raster data can be controlled by the layer 
definition in the mapfile. The Mapserver CGI is called by the means of an 
HTML template linked to the Mapfile. 

The visualization interface is initialized by typing in URL (Mapserver 
link url to the data server of PS + the geo-data) to the browser address bar. 
PS data points as vector objects are overlaid with the other datasets to have 
a better understanding of the PS behavior according to ground features. At 
present, all the data layers are used in form of shapefiles (ESRI, 1998). 
The layers included in the map have an on/off option for display. The 
WebGIS interface also supports ancillary map graphics showing a legend, 
scale bar, display control buttons etc. The interface provides basic options 
for querying the PS points database for details of individual PS point re-
cords i.e., their location, topographic heights, ensemble coherence, yearly 
linear deformation and time series of linear deformation. The results of 
web-based visualization are shown for the case studies of Rotterdam and 
Delft City. 

8.6 Case Studies: Cities of Rotterdam and Delft  

The cities of Rotterdam and Delft are used as test cases for urban land sub-
sidence analysis. Both these cities are comparatively densely populated, 
Rotterdam being one of the major European ports and Delft being a town 
of the famous technical university. For the Rotterdam PS-InSAR analysis, 
79 ERS-1 and ERS-2 SAR images have been selected in the period 1992-
2002. In case of Delft, 73 ERS-1 and ERS-2 SAR images over the city 
area are used. The time period of acquisitions range from year 1993 to year 
2003.  

The additional geo-information data sources included are GBKN build-
ing boundary map, Top10 boundaries of infrastructures and railroads, 
Top10 areas of land-use classes, and high-resolution aerial image of the 
city. The combination of these results is done using a MapServer Web-
GIS. As explained in section 4, the Web- GIS visualization interface con-
sists of various options of combining and querying the various data layers 
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within a web browser. Some of the common combination examples could 
be joining, intersecting, selecting PS over a particular area etc. 

 

 

visualization interface respectively of PSI data combination for the Delft 

(PS) is useful to analyze the regional trend of land subsidence. The colour 
variation of points corresponds to the variation in linear displacement ve-
locity of the persistent scatterers from +20 mm/year (blue) to−20 mm/year 
(red) with respect to the reference point. A clear trend of scatterers can be 

comparatively more stable then the northern part. The probable reason for 
this instability in the northern part is partly due to the underground water 
extraction by a bio-chemical industry in the region. 

To study the displacement profiles referring to local geographical fea-
tures, the web-GIS interface is useful for a combined visualization of PS 
data. Figure 2 shows a screenshot of the visualization interface and the op-
tions of combining additional geo-information. When a required PS point 
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Figures 1 and 2 show the screen shots of desktop GIS and web based 

city. As seen from Fig. 1, the overall picture of all displacement profiles 

seen on roads, highways, and urban areas in Fig. 1. Observing the colour 
variation in Fig. 1, it can be deduced that the southern part of the city is 

Fig. 1. PS points with radar image as background show displacement velocity 
from +20 mm/y (black) to –20 mm/y (white), relative to an arbitrary reference 
point 



is clicked with a mouse on the browser window, the attributive data and 
the deformation time series of the PS is displayed in a pop-up window. 
This functionality in web-based visualization is particularly useful when 
some party is interested in detailed behavior of the ground at particular 
spot(s). 

 

 
Fig. 2. Screenshot: Web-GIS functionality to show Delft PS data online with 
geo-data 

Figure 4 shows a zoom view of an area in the Rotterdam city that has a 
dense network of metro lines, bridges and tunnels using the web-GIS 
visualization interface. A trend of highly deforming points is observed 
over this area, and hence this information could be relevant for the city 
authorities. 
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Similarly, Figs. 3 and 4 show the PSI results over the city of Rotterdam 
in the Netherlands. Figure 3 shows the overall deformation scenario that 
consists of thousands of PS points. The yearly displacement values range 
from +10 mm (blue) to −10 mm (red). The supplementary data sources that 
are available for combined visualization are listed in the side bar of the 
browser window (Fig. 3). Interested individuals or organizations can inter-
actively visualize the PS land subsidence data in their locality in reference 
to the land features they are aware of. 



 
Fig. 3. Screenshot: Web-GIS functionality to show Rotterdam PS data online with 
geo-data 

8.7 Conclusion and future research 

Within this paper, we focus on the potential of land subsidence monitoring 
provided by PSI. Time series analysis of the radar data provides the oppor-
tunity to monitor slow movement of the earth’s surface. The cost effec-
tiveness of PSI is found to be very high in comparison to conventional 
geodetic techniques for subsidence monitoring. This research also investi-
gates the options of including local geo-information to reason and validate 
the derived deformation rates as observed by the radar satellites. 
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A variety of test cases are presented with the results of PSI analysis. A 
web-based dissemination and information-sharing platform is proposed to 
publish the results and make them understandable to non-expert users. The 
advantage of web-based GIS is that a user does not need to install expen-
sive and dedicated GIS tools to explore geo-data. A simple web browser 
can be the means to visualize and interact with various data combinations. 

Future research will focus on decomposition of the PSI deformation sig-
nal into various components such as, foundation instabilities, changes in 
ground water levels, thermal variations, subsidence related to soil compac-
tion and geological phenomena. Solicitation of qualitative information by 
local experts via the web- GIS interface to add to the PS database is one of 
the tasks to be explored. With this research we aim to make Web-based 
GIS as a user-friendly tool to visualize, analyze, and interpret the compli-
cated information about urban land subsidence. 
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Fig. 4. Zoom view of Fig. 3 pointing high deformation points on a metro-line net-
work 
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9. Extending the Functionality of the Consumer-
Grade GPS for More Efficient GIS and Mapping 
Applications 

Robert M. Mikol 

Abstract 

This paper will present a methodology for extending the geospatial data 
collection functionality of the consumer-grade Global Positioning System 
(GPS) receiver for circumstances that previously required very expensive 
equipment, software and training.  The approach presented here uses the 
waypoint name in a GPS receiver as an entire data record in the GPS data-
base. This involves using a naming protocol based on a user-defined data 
dictionary.  This procedure, when used with a relational database man-
agement system (RDBMS) and a geographic information system (GIS), 
can assist communities, organizations and agencies in the collection of 
high quality, accurate and sophisticated geospatial data under circum-
stances where funds and expertise are limited or nonexistent.  Furthermore, 
the applications of this system are limitless.  This paper shall discuss the 
applications of these protocols in several fields relating to disaster re-
sponse and assessment; trail mapping; geospatial education and coastal re-
source assessment.  Other applications shall be discussed or implied. 

9.1 Introduction 

The GPS is a ubiquitous tool on the planet today(Trimble, 2006). Its ability 
to pinpoint a person’s position on the globe, and store information about 
that location has been one of the most significant contributions to society 
and human development in the latter Twentieth Century. In general, the 
GPS receiver is small, portable and inexpensive.  As we settle into the 
Twenty-First Century we find that the standard GPS units are becoming 
smaller, less expensive, more accurate, more precise and more versatile 
with each new model released(El-Rabbany, 2006). They are found in 
nearly every manner of technical, recreational, military and civil geospatial 
data collection application. 



Currently, the systematic collection of geospatial attribute data is limited 
to very expensive GPS receivers and specially trained personnel. The gen-
eral procedure for collecting geospatial attributes with the consumer-grade 
GPS has required the use of ‘add-ons’, such as hand-held computers, lap-
tops and palm pilots. These add-ons are frequently outside of the financial 
and technical reach of many communities, organizations and under funded 
agencies. The protocols and procedures presented here are designed to 
modify and merge existing methods and technologies in order to overcome 
these financial and technical barriers. The potential uses for the application 
of this protocol are unlimited. This paper attempts to describe a few of the 
applications where the protocol has been successfully deployed. 

9.2 Methodology 

The GPS provides four major data collection functions: (1) precise loca-
tion through the collection of waypoints; (2) the precise time of data col-
lection through the use of a date/time stamp during the waypoint collec-
tion; (3) a name for that location; and (4) tracks. These tracks are routinely 
collected by the GPS unit, which in turn can be displayed in a GIS and 
show an area surveyed or how and area was surveyed.  

While items: One (1), Two (2) and Four (4) are self explanatory: item 
Three (3) requires the most discussion. The waypoint function of the GPS 
is the data collection engine for this naming convention protocol. It is in 
the waypoint name that the user is able to create a record of specific data 
attributes about that location. For example, it is common for the waypoint 
name to provide a location attribute such as ‘HOME,’ for a persons’ domi-
cile or an abbreviation like ‘ST_J_LK,’ for a place like St. John’s Lake.  In 
the GPS receiver’s small database, the waypoint name is often limited to 
the number of character spaces available. Typically, the length of a way-
point name is limited to eight or ten characters. Another significant attrib-
ute of the waypoint name is that it also functions as the primary key field 
of the internal GPS database; as a result no two names can be alike. As we 
just mentioned, a common number of character spaces provided on today’s 
GPS’ are ten and the number of available alphanumeric characters are 36 
(10 numerals and 26 letters). This alphanumeric feature allows the user to 
create a single character code for a word or description in an RDBMS ta-
ble. Sometimes it is necessary to create a double character code of use two 
character spaces in order to record a numeric value greater than 10. 
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Using a data dictionary and a set of data structures for the waypoint 
name, even a casual GPS user can provide an organization with high qual-
ity, accurate and sophisticated geospatial data. A waypoint name, created 
with this protocol, is both a unique record for that location and the primary 
key value for the relational database (Getz, 1999). Once the waypoint 
name is parsed, a set of data fields are created with very specific attribute 
information about the location surveyed.   

At a minimum, the waypoint name and subsequent parsed fields should 
describe: the GPS (including the operator); data id and a reference to that 
location.  After this information has been entered, the possibilities are end-
less.  In the event of an oil spill the additional data might include informa-
tion on: shoreline type; presence of oil; vegetation; birds; animals; mam-
mals and fish.  An entire list of possible items need not be included in the 
lists to describe the shoreline, vegetation, etc. just those most common to 
the area. All of the fields created in the waypoint name and parsed out 
from the naming convention will be sorted out in the RDBMS (Kennedy 
1996). 

Prior to any field use, a data dictionary must be established. The nature 
of the survey will determine the format and content of the naming protocol 
and structure. For example a set of protocols for mapping out a trail system 
might only have five data entries in the name: GPS ID, Trail ID, Data ID, 
and Trail Attribute ID. The number of character spaces allotted for each 
data ID will depend on the number of items involved in the survey.  If you 
do not expect to have more than 36 GPS receivers in your database, then 
one character space will be enough. The same is true for the number of 
trails to be surveyed. On the other hand, if the number of GPS units (or 
trails) can be expected to exceed the amount of 36 over the life of the pro-
ject, then two character spaces should be allocated.  Two character spaces 
will provide 1296 alphanumeric ID combinations.   

So, a small trail mapping project might only have one character space 
allocated for the GPS ID, one space allocated for the Trail ID, two spaces 
assigned to the Data ID and one space allocated to the Trail Attribute ID.  
The waypoint name might look something like: ‘270C4’.  This waypoint 
name, parsed out in the database provides the following information:   

• GPS ID:…………….2  (owner, make and model);  
• Trail ID:……………7   (St. John’s Lake Trail, 23.8 km, moderate dif-

ficulty, average round trip speed 6 ~ 8 hours);  
• Data ID:…………….0C (the 12th data entry for that trail);  
• Trail Attribute ID….4  (a bridge).   
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Connect this data into a GIS and you have a trail made from tracks 
whose symbology indicates moderate difficulty and a waypoint on that 
trail that indicates a bridge.   

This same set of protocols and database design can now be modified for 
Search and Rescue (SAR): Trail ID might become Sector ID; and the Trail 
Attribute ID becomes an Item of Interest ID (an item of clothing, food 
wrapper or water bottle, etc.  Other fields may be necessary such as an Ob-
stacle ID indicating a river, ravine or other barrier that would force a new 
direction in a lost person’s behavior.  Another attribute might be a Facilita-
tor ID, indicating an object that would encourage directional behavior, like 
a path, trail, road, cave, cabin or house.     

Now imagine, 15 SAR personnel going out looking for a lost hiker.  
Each has a GPS receiver turned on, recording their tracks.  Each member 
of the team also has a waypoint naming convention key that explains how 
to enter the waypoint name.  As each person returns to base, the data in the 
GPS is downloaded directly into a database and immediately displayed in 
the GIS for review and analysis.  In minutes and with minimal effort, a 
map document is produced showing the efforts, tracks and observations of 
15 search and rescue team members. 

9.3 Coastal oil spill model 

Often when an environmental disaster strikes, the nearest local community 
is the first to know and the first to respond.  Federal and state government 
resources, along with private contractors, though experts in their field, of-
ten take days to fully mobilize.  During that time, precious information is 
lost through the absence of data.  This is an opportunity where members of 
the community, with local knowledge of plants, wildlife, and terrain, can 
be mobilized to collect high quality, precision data with simple, consumer-
grade GPS receivers.  No one can collect this data faster than the local 
community with local knowledge.  Additionally, by collecting this first re-
sponse data, small communities now have a stronger position of involve-
ment in the response and remediation of the emergency. 

If a community is fortunate: then they have a flexible response plan in 
place and have had an opportunity practice that plan.  The elements of a 
response plan are likely to proceed along the following outline: 

• Purchase GPS units (or find out who has them) 
• Develop a data dictionary for individual emergencies 
• Develop a database (more precisely a Relational Database Management 

System or RDBMS) 
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• Store the Data Dictionary as a table in the RDBMS (this can then be 
printed as a report and distributed as the need arises) 

• Simulate emergency situations and train personnel with the GPS receiv-
ers and GIS resources 

Figure 1 is a representation of the oil spill data collection model.  It is 
important to notice that several fields only allow for the specific choice of 
33 values, where three input values are reserve characters for Not Present 
(0), Not Known (1) and Other (Z).  This is particularly useful when a sin-
gle character space is being used to identify an attribute.  In many cases, 
33 variables will be enough to identify the most common features that an 
agency or organization might be concerned about.  Sometimes more than 
33 variables are necessary.  When this happens, two character fields can be 
combined to create a single data field, then the number of available codes 
increase with the number of possible alphanumeric combinations.  In this 
case the number of possible combinations are 1296 (or 362). 

 

 Fig. 1. GPS waypoint naming convention for the oil spill model 

9.3.1 Data collection 

Once an emergency has been identified it will be important to contact 
community members with knowledge of all aspects of the local geography, 
including the weather, vegetation and wildlife(NASAR, 2005). Next, pass 
out GPS receivers, the naming convention keys and a map, along with a 
track line or area to cover.   

In the field, the waypoint data is collected according to established pro-
tocols. This means that each waypoint is given a name, and each character 
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in the waypoint name corresponds to a specific attribute value in the data 
dictionary and that attribute value is specific to the location in the way-
point name.  A written, hard copy record is made of the data point and this 
includes: 

• Time of data entry 
• Waypoint name 
• Attributes identified 

Additionally, tracks from the GPS are collected according to protocol.  
Most likely this will simply involve setting the track ‘polling’ rate or the 
running position data collection rate at a specific interval.  This may be a 
standardized rate of 10, 20, 30 or 60 seconds, or it may vary with each 
GPS in order to distinguish one GPS unit from another.   

9.3.2 Data integration 

Upon returning from the field, each member of the data collection team 
needs to download the data from their GPS and load it into the relation da-
tabase management system(Kennedy, 1996). This may be a direct 

purpose of this protocol it is recommended that an organization use two 
more steps to ensure data quality. This is more likely to be necessary if you 
are using local members of a community who have had little or no training 
in emergency procedures or with GPS receivers and data collection tech-
niques.   

 

 
 

Fig. 2. This diagram illustrates the data pathway from the GPS to the RDBMS 
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download to the database, or it may involve more steps (Fig. 2).  For the 



Download the raw waypoint and track data from GPS to a text file.  
Next, label this file with the date of data collection (in reverse format), fol-
lowed by the letter ‘r’ (indicating raw data), an underscore, and the first 
waypoint name (i.e. ‘060416r_0101011).  The file now tells you the date 
of the data collection (16 April 2006) and by including the first waypoint 
in the file name you may be able to identify the GPS (possibly the user) 
and the area surveyed. The purpose for labeling the GPS files with the date 
first is so that these files will automatically sort chronologically in your 
computer’s directory. 

Next, import the file into a spreadsheet.  This is a quality control step.  It 
will allow for easy and efficient data checking; and if necessary data edit-
ing.  Each user should be responsible for checking their own data for accu-
racy.  If possible, this should be done with a member of the GIS team.   

Next, import the ‘clean’ data (two files: waypoints and tracks) into the 
database. All of the waypoints can go into a single table for that project.  
The waypoint naming convention ensures that each waypoint can effec-
tively be used as a primary key value.  Additionally, the naming conven-
tion allows for extracting information related to a single GPS or survey 
area. The database administrator (DBA) may want to import track data into 
tables designed for each GPS.  This would be the easiest and most effec-
tive way to distinguish one set of GPS tracks from another. 

9.3.3 Data management 

The RDBMS will need to have a set of reference tables and transaction ta-
bles.  The example set listed below uses the Unalaska Trail Mapping Pro-
ject (UTraMP) data model. The UTraMP model is particularly useful in 
that it is the easiest to understand and modify for single attribute acquisi-
tion.   

To begin with, remember that the waypoint name is just a series of un-
parsed data values that will later be linked to several tables in a RDBMS.  
In the case of UTraMP there were four fields, using six character spaces in 
the data record: a GPS Id (consisting of two characters); Trail Id (one 
character); GPS Data Id (two characters, they were specific to that trail in a 
‘Parent-Child’ inheritance relationship); and a Trail Attribute Id (one char-
acter).  A waypoint name/data record liked like this: 02A0CG.   

• The first two values ‘02’ indicated what GPS receiver was being used to 
collect the data.   

• The letter ‘A’ referenced the Trail being surveyed.   
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• The values ‘0C’ indicated the sequence of the data point being recorded 
for this trail survey.  This was the 12th data point to be recorded in this 
survey1. 

• The letter ‘G’ indicated the trail attribute, in this case a ‘G’ referenced a 
Gate. 
 
The relating tables in the RDBMS followed the general format listed be-

low: 
 
UTraMP Reference Tables: 
 
GPS reference table (tbl_GPSId) 

• cGPS_ID (GPS receiver Id number in the database) 
• cGPS_Make (Manufacturer) 
• cGPS_Model (Model of GPS) 
• cGPS_SN (Serial number) 
• cGPS_Owner (Owner or operator) 
• cGPS_Name (Written on the case of the GPS, i.e. ‘CRC-1,’ in this case 

it meant the first GPS unit for that organization.  Others were labeled 
CRC-2, CRC-3, etc.) 
 
Trails reference table (tbl_TrailInfo) 

• cTrail_ID (Trail ID number in the database) 
• cTrail_Name (Name) 
• nTrail_Length (the trail length in linear distance) 
• nTrail_Time (the amount of time it takes to go out and come back) 
• cTrail_Difficulty (on a scale of 1 ~ 3) 

 
Trail Attribute table (tbl_WayPtsId) 

• cTrail_AttributeID (This was the primary key value for the table and the 
waypoint key value for the naming protocol) 

• cTrail_AtributeDescription (This was the description of the ID value, 
i.e.: 1 = Start of trail; C = Cabin.  Note that the Attribute ID was a mne-
monic to the description. 
 

                                                      
1 The sequencing series is similar to the hexadecimal numbering system except 

that instead of recycling after the letter ‘G’, the value for 16.  The letters move 
through the entire alphabet.  The letter ‘Z’ has the numeric value of 35.  The 
numeric value for the characters ‘10’ is 36. 
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UTraMP Transaction Tables: 
 
GPS Waypoints table (tbl_WyPts) 

• cType (this field is information generated by the GPS unit and indicates 
whether the data is a waypoint or track point) 

• cWypt_Name (a user created field, in this case, this is where the data re-
cord is generated and the attribute information for that specific location 
is stored) 

• nLat  (Latitude, generated by the GPS receiver) 
• nLon (Longitude, generated by the GPS receiver) 
• dtTime (Time and date, generated by the GPS receiver) 

 
GPS Tracks table (tbl_Trax) 

• cType (this field is information generated by the GPS unit to indicate 
whether the data is a waypoint or track point) 

• nLat (Latitude, generated by the GPS receiver) 
• nLon (Longitude, generated by the GPS receiver) 
• nAlt (Altitude, based on user selected GPS datum, generated by the GPS 

receiver) 
 
It is important to point out here that there is no data collected or gener-

ated that indicates which GPS receiver is generating the track data.  This is 
where an organization may wish to put each set of a GPS receiver’s track 
data into a separate table or add that identifying information while data is 
being checked in the spreadsheet program.  

9.3.4 Data manipulation 

Data manipulation is done through the use of queries: either by combining 
tables or queries of related data and/or running calculations on them.  In 
this database, the primary form of data manipulation involves parsing the 
Waypoint Name field (cWyPt_Id) and ‘joining’ or linking the newly cre-
ated parsed fields with the primary key fields of the appropriate attribute in 
the associated reference table. 

Figure 3 illustrates the data flow for the Selandang Ayu Data Model for 
oil spills.  The illustration is simplified from the actual RDBMS.  In the ac-
tual RDBMS all data tables become queries before any relation is applied.  
This extra step is a common procedure done as a precaution to protect the 
integrity of the original data. 
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Fig. 3. This diagram illustrates a simplified database structure for the Oil Spill 
data model.  Each of the reference tables are printed out as a key for use in the 
field as a guide for data entry.   

 

158      R.M. Mikol 



9.3.5 Data analysis 

At this point, the geospatial data is ready for visualization in a GIS. Now 
the management team can see what areas have been surveyed, who sur-
veyed them and what was found. Most likely, you will have had to acquire 
or create our own base maps. You will have had to ensure that all of the 
maps and data are in the same projection with the same datum and you will 
have had to create symbology for the different attributes of your data(Il-
iffe, 2000). 

At this point, emergency managers are ready to perform advanced 
analysis on the data. From here you can buffer points and lines; and use 
other tools that will allow you to clip, merge and intersect your GPS data 
with other map features (ESRI, 1998). Also, if this were a disaster, you 
could use advanced statistical calculations on the collected data in order to 
evaluate the nature and spread of a given contaminate. If this were a SAR 
operation, a view shed analysis could be performed from the elevation of 
the hiker and a maximum area of observation could be obtained.   

A coastal resource assessment protocol has been investigated using this 
protocol. As of this time it is still in development. It was originally a modi-
fied version of the Oil Spill model, but going through a list of items and 
plugging them into a GPS was overly tedious and time consuming.  Possi-
bly, a better model, soon to be tested, involves limiting the number of 
items of concern to subsistence species or indicator species or both. In this 
case the data field would identify either a Boolean value of either presence 
or no presence, or presence and quantity. 

9.4 Discussion  

This waypoint/database model has been used and tested successfully in 
several environments.  As previously mentioned, it was developed imme-
diately following the grounding of the M/V Selendang Ayu, a large bulk 
carrier that broke up on the remote shores of Unalaska Island in the Bering 
Sea.  Though the database was never used during the spill and subsequent 
cleanup, the idea grew and changed to meet the constant needs of collect-
ing geospatial data where financial resources were limited.   

Listed below are several data collection models and the lessons learned 
from each of them.  In each case the final users of the data and the field 
data collectors were brought together in order to develop a database that 
could be reused far into the future with as little modifications as possible.  
Additionally, there was a recognition that if many users were brought into 
the development process, the final database design might become a stan-
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dard and thereby have the capability of combining geospatial data from 
many different projects (i.e. stream data from different courses, different 
years, possibly even from different agencies).  It was also recognized that 
one of the most important considerations of the database design included 
using federal codes (species, shore types, etc.), wherever possible.   The 
purpose of this is two fold: one is to keep all aspects of the database as 
standard as possible; the other is to position the Waypoint Database Proto-
col for potential federal development funding, for ourselves and others 
who may work on this protocol. 

9.4.1 The TRAIL model 

The first production use of the database came with the community devel-
opment of a trail map.  Here, many data points needed to be collected in a 
short period of time.  In this case several GPS receivers went out into the 
field each day.  Each party carried with them a ‘key’ for the data dictionary 
describing the sequence of data input and what each character in a field 
stood for (i.e. 1 = Trailhead; B = Bridge: etc.).  This simple model laid the 
foundation for other projects and data collection formats. The most impor-
tant lessons to come out of this project were: keep the alphanumeric char-
acters simple to remember for each of the data entries: B = Bridge; L = 
Lake; G = Gate, etc.  If a letter in the alphabet did not have a correspond-
ing real-world item, then it was left blank until one was appropriately 
found.  Numbers and letters did not have to be filled up merely because 
they were the next character in sequence.  If possible, keep the most com-
monly used characters as close to the default symbol of the GPS as possi-
ble.  For example, when entering a waypoint name, if the GPS receiver’s 
waypoint naming function defaulted to a blank space that was centered be-
tween the number ‘9’ and the letter ‘A’ (like in the Garmin GPS receivers), 
then those alphanumeric characters may be the best choices for the most 
commonly used characters or for commonly used reserve characters.   

9.4.2 The STREAM HABITAT model 

A Stream Habitat model was designed for several graduate students at the 
University of Alaska, Fairbanks.  In this model, 10 character spaces were 
used.  The following is an outline of the design.  Remember that date and 
time were recorded as a function of the GPS. 
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ID field Number of Character Spaces 
GPS ID  1 
Stream ID  2 
Data ID  2  
Depth  2  (meters to tenths with no decimal, maximum 

9.9m or entered as 99) 
Temperature 1  (whole centigrade values, 0 degrees to 36 de-

grees: 0 – 9 as entered 10° entered as the letter A, 11° entered as B, etc. 
Habitat ID  1  (33 possibilities with 3 reserved characters for 

not present, not known and other) 
Obstruction ID 1  (33 possibilities with 3 reserved characters for 

not present, not known and other) 
The data collection was arranged so that a field technician could follow 

a stream and collect baseline data at regular intervals.  Additionally, if the 
need should arise to enter data between prescribed intervals due to a major 
change in habitat, depth, or obstruction, that new data would fit in seam-
lessly.  

9.4.3 The EDUCATION model 

Several workshops have been held using this method for teaching geospa-
tial technologies, GPS and GIS.  The target audience has been young adult 
in secondary school, grades 10 through 12.  Here students go out and re-
cord a variety of items involving single character descriptions such as bird 
species, numeric values like the number of people on a corner; and Boo-
lean values as in the presence or absence of garbage at these locations.  In 
these workshop scenarios, students choose their own subject matter but or-
ganize it around the different data types: relational character values; direct 
numeric values; and Boolean values. 

9.4.4 The COASTAL ASSESSMENT model 

As mentioned earlier in this paper the Coastal Assessment Model is still 
under development.  Several models have been tried, but the volume and 
complexity of the data available for collection make creating a standard 
data model difficult to design.  However, the OIL SPILL model gets clos-
est to a generic assessment model.  The OIL SPILL Model was created 
with the idea that baseline data for that particular shoreline may not have 
been collected and archived.  Beach type, slope, nesting sites and animal 
indicators are all apart of the collection process and corresponding refer-
ence tables. 
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9.4.5 The SEARCH AND RESCUE (SAR) model 

Recently, we have started working with members of the Alaska Search and 
Rescue Association (ASARA) to develop a standard protocol that can be 
used state-wide.  In addition to the immediate benefits that creating near 
real-time maps would have on the open investigation, it is believed that 
this geospatial database would provide a significant contribution to better 
understanding the behavior of persons subject to a search and rescue.  The 
hope is to eventually run the database off of an internet server. 

9.4.6 The Migration to Google Earth 

Perhaps the most exciting development is the potential integration with 
Google Earth. If this develops as planned, then the rudimentary functions 
of collecting geospatial data and displaying the attributes of those data in a 
standardized format, on a standardized map will have taken a great step 
forward.  This goal is not meant to substitute Emergency Management GIS 
but rather enhance it. It is truly emergency GIS when no other GIS is 
available. 

Most organizations and small town public safety agencies do not have 
the money or expertise to own and operate a sophisticated GIS.  However, 
if they have access to the internet, then it is possible to start bringing these 
GIS components together, geospatial data displayed on raster and vector 
maps. 

The goal is to allow emergency managers the opportunity to upload 
GPS tracks and waypoints to an internet server which would then take the 
raw data, parse it out in the appropriate database and convert it into view-
able distinct attributes in a KML file for display in Google Earth2 (Google, 
2007). 

Google Earth has become the standard, web-based mapping service. It is 
a modest, but well functioning GIS in the public domain. In addition to 
having standard raster and vector maps available, users, are able to overlay 
images, measure distances and created vector files. The vector files are ba-
sic points, line and polygons.  With a click of a mouse button, users can 
also email these data to other users, agencies and organization anywhere in 
the world for display on the same, standardized web-based maps.  All the 
time, being able to keep the original GPS data available for a more power-
ful, dedicated GIS.    

                                                      
2 KML (Keyhole Markup Language) is the markup language for the Google Earth 

program that displays geographic data. 
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The elimination of Selective Availability and the incorporation of 
WAAS and DGPS have greatly increased the accuracy and precision of the 
consumer-grade GPS.  Expanding services on the Internet have also added 
a new potential to the functionality of the GPS receiver for use in emer-
gency management and assessment.  These new, tools have the potential to 
expand the resources of communities responding to challenging situations 
that require immediate geospatial information.  Additionally, having this 
information and the knowledge that comes with it, as an emergency un-
folds, can empower a community to make better decisions with the hope of 
a better outcome. 
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Part 3: System Architectures for Access 
of Geo-Information 



10 Interoperable Access Control for Geo Web 
Services in Disaster Management 

Jan Herrmann 

Abstract 

In case of a disaster, the fast interoperable and secure exchange of spatial 
data is one of the key tasks. Access control plays an important role for dis-
aster management in order to enforce restricted access to protected spatial 
data or to declare views on the relevant data for certain users/roles. There-
fore, a powerful and interoperable language is needed to declare policies 
for operations on Web Services used, for example in disaster management. 
These polices have to contain rules that define which data can be accessed 
by a person/role through a certain operation (e.g. read, write) under given 
conditions (e.g. national or regional state of emergency). Different stan-
dards exist to establish access control for various requirements (e.g. 
OASIS’s eXtensible Access Control Markup Language - XACML). How-
ever, no standard exists so far that allows the declaration and enforcement 
of spatial access restrictions needed for the geospatial problem domain. 
Based on the OASIS Standard XACML, a newly developed spatial exten-
sion to XACML called GeoXACML (OGC candidate specification) pro-
vides a possible recommendation on how to declare and enforce flexible 
access rights for spatial data in an interoperable way. 

10.1 Introduction 

The increased probability for the occurrence of disasters as well as the 
growing population density and the dependence of humans on existing sys-
tems or infrastructure implies that extreme events result growingly in dis-
astrous situations. In order to keep the danger minimal to humans, their 
goods, and the environment, it is extremely important to optimize the sin-
gle phases of disaster management (i.e. preparedness, mitigation, response, 
and recovery). To accomplish this goal, all parties involved must work to-
gether to create a suitable IT-infrastructure for disaster management (DM). 



10.2 The profit of spatial data and geo web services in DM 

Today, there is no doubt that spatial data, GIS and Geo Web Services, ac-
cessible over a network, are very useful in all phases of disaster manage-
ment. The general requirement for a spatial data infrastructure (SDI) used 
in DM is to enable decision makers to get access to ideally all relevant data 
and services. Based on this data and services, the decision makers should 
be able to conduct their analyses and come to a sound decision. 

Pilot projects such as Orchestra (Orchestra 2008) are proof that units in-
volved in DM tasks can profit from many advantages by using SDIs based 
on standards. These projects also confirm that a SDI is an efficient way to 
handle the intense information exchange between the many different coop-
eration units at regional, national, and international levels. Unfortunately, 
these studies also show that, though the use of spatial data is established, 
the applied techniques to build SDIs for DM are still far away from an op-
timum. 

The table below shows some crucial requirements for a SDI in DM (col-
umn 1). These needs can be seen as factors for success in order to allow 
the efficient use of spatial data and services in DM through SDIs. Also 
listed in the table (column 2) are the consequences derived from the re-
quirements. 

 
Table 1. Requirements for a SDI in DM and their consequences 

Requirement Consequence 
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Up-to-date data Decentralized data management 

Location independent, reliable and  
fast accessibility of data and services 

Geo Web Services have to come into 
operation 

Interoperability of data and services Standards have to be used (e.g. from 
OGC or OASIS) 

Availability of Metadata (e.g. SRS, 
date, QoS and ontology) 

ISO 19115, OWL, etc. 

Find/Bind mechanisms for data and 
services 

Catalogue services 

Integration and linking-up of existing 
systems and infrastructure 

Use of standards and deployment of a 
security (and if necessary of a billing) 
framework 

Secured access to data and services Need for authentication, encryption, 
authorization, licensing etc. 



In this chapter, the last requirement, the establishment of secured access 
to data and services within a SDI for DM is highlighted. Up to now, the 
need for security architectures for most systems or SDIs used in DM is 
identified, but this goal is often assigned to later phases of the correspond-
ing projects (cp. Herrmann 2005). 

10.3 Demands on a security framework in DM 

First of all, one must understand why a SDI for DM needs to be secured. 
To illustrate this need, some use cases are introduced. 
1. Recovery after a Hurricane. Imagine the coast of the US was hit by a 

Hurricane. The city council has established a Geo Web Service, e.g. a 
WMS providing maps showing the locations of mobile units supplying 
people with food and water. By this WMS, the citizens can be informed 
where the disaster recovery task forces are providing food and water at a 

2. Organizing an evacuation. A similar use case is the existence of a Web 
Service that indicates the location of the evacuation teams and the pla-
ces where handicapped or older persons live. This information, that is 
essential for teams responsible for the evacuation process, could be dan-
gerous if the wrong people get hold of this information (e.g. thieves). 
To avoid any risk, this sensitive data must be protected by an access 
control service. 

3. Lack of information in case of a disaster. In many cases, data suppli-
ers/vendors are in the possession of data which could be used in disaster 
management. Unfortunately, this data is often not available for the peo-
ple involved in DM tasks. One reason for this inadequate situation is 
that data owners are worried about their data getting in possession of 
unauthorized persons and being misused. Because of the fear that they 
might harm their business by making their data available within an SDI 
for DM without security framework (especially without access control 
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certain moment. The city council uses the same Web Service to locate 
other mobile units (e.g. police cars). Now imagine some criminals who 
like to take advantage of the chaotic disaster situation. By monitoring 
the mentioned Web Service, they will always know the locations of all 
mobile police units. Being in possession of such information could 
cause organized despoilments. To solve this problem without setting up 
an additional service, the city council has to establish a simple access 
control system. Only if the user is authorized, he/she would be allowed 
to see the layer that shows the location of police cars. 



system), they deny access completely.It is obvious that unnecessarily re-
strictive or even no access at all to existing and maybe relevant data is a 
drawback which can easily be solved by providing an access control 
system within a SDI. Thanks to an access control system, data providers 
could make their data available without any risk. 

4. Legal and administrative directives. The UN demands from developed 
countries that disaster relevant data is transmitted early enough to af-
fected countries (cp. van Oosterom 2005, p. 37). They appeal that the 
cooperation between developed and less-developed countries in the do-
main of disaster management is strengthened. This background implies 
that countries, on the one hand, have the duty to supply information and, 
on the other hand, they have to protect intellectual property and sensi-
tive data. 
To satisfy both requirements, one need access rules for the use of data in 

case of a disaster and for the use in disaster management respectively. This 
behavior of an SDI can again be achieved through an access control sys-
tem built on top of secure communication channels. Clearly, a security ar-
chitecture integrated in a SDI just offers the cornerstone, the technical so-
lution to control the sharing of certain subsets of data within a determinate 
group of people. Complementary one has to establish binding administra-
tive and legal regulations to optimize the exchange or accessibility of data 
needed in DM. 

This listing of use cases could be extended at will. But even after the 
examples mentioned so far, one can already comprehend that security 
mechanisms (especially an access control framework) are crucial for SDIs 
used in disaster management. 

To go into more detail, I would like to mention a poll regarding access 
control requirements for a service-based SDI accomplished at the Intergeo 
in 2002 (cp. Matheus 2005a). Based on this poll, the following require-
ments assuming an object-oriented data model have been addressed (cp. 
Matheus 2005b): 
1. It is not sufficient to restrict the access to the entire service (coarse-

grained restriction) as it allows an authorized user to access all provided 
data. 

2. Context dependant access restrictions- It must be possible to declare ac-
cess rights dependant on the context. Context in this case refers to the 
state of the system (time, number of accesses today, etc.) 

3. Class-based restrictions- It shall be possible to restrict access to all re-
source objects (or parts of objects) of the same class. For a WMS, this 
requirement refers to the capability to restrict the map access for each 
individual layer or for a set of layers. For a WFS, this requirement refers 
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to the capability to restrict the access for a feature type, a set of feature 
types or certain elements, or attributes of a feature type. 

4. Object-based restrictions- It must be possible to restrict access to indi-
vidual objects (or parts of objects) of a class (e.g. access permit if ow-
ner_building = state). 

5. Spatial restrictions- It shall be possible to restrict access based on the re-
source geometry if a certain spatial relation to a given geometry exists. 
In other words, features can be accessed if being, for example, within a 
given area or touching a given line. 

6. It must be possible to declare positive and negative permissions in order 
to express restrictions such as, user A can read all features of type 
‘Building’ but not the building named ‘The White House’. 

7. It must be possible to combine the context-based, class-based, object-
based, and spatial permissions. As an example, user A can read all fea-
tures of type ‘Building’ within the area of Washington D.C., but not the 
building named ‘The White House’. 

In the following sections, it will be addressed how one can fulfill all 
these requirements in an appropriate way. 

10.4 Security 

The flow of information between services and users/services in a SDI is 
exposed to many threats such as unauthorized access, wiretapping, modifi-
cation, masquerade, Denial-of-Service, IP-spoofing, man-in-the-middle at-
tack, etc. Furthermore, there is the increasing demand for security and pro-
tection of private or sensitive data and services usable over the internet. 
Therefore, desired characteristics of the communication are authentication, 
secrecy as well as message integrity, and authorization. 

Apart from the authorization, the postulated characteristics are in the 
meantime achievable through techniques like SSL, IPSec, RSA, DES, 
MD5, Kerberos, X.509 certificate, SAML, etc. For this reason, the exis-
tence of a secured data channel including correct authentication can and 
will be assumed. 

In contrast, the authorization problem was only rudimentarily solved so 
far, although it is an important pre-condition for the secured usage of Geo 
Web Services within an SDI. Sole action based access control on a coarse 
grained level like a file (e.g. Apache Web Server) or similar coarse grained 
concepts (access control in many database systems) are not sufficient for 
today’s XML based applications (e.g. WFS-T). Due to the structured data 
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model of XML, new authorization concepts are possible and needed for 
the content dependent regulation of accesses on a fine-grained level. 

10.4.1 Access control 

Based on a secure and authenticated communication channel, access con-
trol regulates under which conditions specific subjects (individuals or 
roles) may carry out certain actions (e.g. read, write, or calculate) on parts 
of the data. Different standards exist to establish access control for various 
requirements (e.g. OASIS’s XACML or XRML). Like a detailed analysis 
(Herrmann 2005) has shown, the OASIS standard XACML is due to its 
powerful, advanced, and well-elaborated specification particularly suitable 
for the implementation of a flexible, scalable, distributed, and mature ac-
cess control system for Geo Web Services. 

Furthermore, this analysis demonstrated the suitability of rule based ac-
cess control systems such as XACML to enforce the required access regu-
lations. 

In a rule based access control system, a set of rules defines when certain 
data sets can be accessed. A rule is defined by the following tuple: (effect, 
subject, action, resource, condition) 

• effect = permit, deny, not applicable, indeterminate 
• subject = the role, group or user to whom this rule applies 
• action = for which action should the rule be evaluated (read, write, ac-

cess) 
• resource = which data should be protected by the rule (for XML data, 

for example, you might use an XPath expression to identify (discretion-
ary fine-grained) the sub tree for which this rule regulates the access) 

• condition = context and/or content dependant tests, that have to be ful-
filled so that the rule gets evaluated 

An example of a rule in Pseudo syntax: 

(Permit, Eva, read, /Object/Building, if building is within Germany and 
alert phase = 2) 

At this point it is necessary to mention that access rules can be defined 
referring to the request or to the reply to/of a Web Service. Depending on 
the use case (e.g. WMS or WFS, read or delete action), one can choose be-
tween one of the two options or use both  

However, for SDIs and the geospatial problem domain respectively 
XACML is not powerful enough. In a SDI you primarily exchange, modify, 
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or analyze spatial data. The particular characteristic of spatial data, the 
spatial reference and extent additionally permit a special kind of content 
dependant access control – spatial access control. Spatial access rules al-
low the definition of rule features (the area in which the rule is applicable) 
and tests for spatial relationships between the rule feature and the features 
for which access should be limited or granted. Through these spatial access 
rules, one can define if the access to a certain object is permitted or denied 
in dependence on the location and extent of the spatial data objects (e.g. 
features can be accessed if being within a given area or touching a given 
line). 

Beside the fact that spatial access control offers a new way to declare 
access rights, it additionally offers an easy way to express complex and 
stable authorizations. Just imagine you like to allow access to buildings 
within 10 km of the boarder. Without spatial access control, you have to 
determine which buildings are within 10 km of the border and then you 
can code the IDs of these buildings into your access rules. In contrast, with 
a spatial access rule you can achieve this behavior by the one following 
statement: 

(Permit, Eva, read, /Object/Building, if distance(acessed_Features, Bor-
der_line_string) <= 10 km) 

Until a few months ago, no concepts existed on how spatial access con-
trol can be accomplished for Geo Web Services. Beginning from this 
point, we started our research project. The base for the project was the 
OASIS standard XACML (OASIS 2005) as well as SUN’s XACML im-
plementation (Proctor 2004). The result was a concept and a prototype im-
plementation of an access control system in which you can define power-
ful, fine-grained, content-dependant, and spatial access rules. 

The developed extension to XACML called GeoXACML (Matheus 
2005b) enables the declaration and enforcement of access rights based on 
self defined GML features and tests for spatial relationships (cp. Matheus 
and Herrmann 2007). Thereby, the XACML extension points were used to 
augment the spatial functionalities.  

Because GeoXACML is specific to the geospatial problem domain, 
standardization with OASIS is not possible. Therefore, a proposal for the 
spatial extension of XACML to GeoXACML was posted to the OGC 
community in order to provide a possible recommendation, how to declare 
and enforce access rights for object-oriented spatial data in an interoper-
able way (cp. Matheus and Herrmann 2007). 
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10.4.2 Access control based on XACML 

An implementation of a SDI for DM is often based on services such as 
Web Services that communicate over a network. The deployed services 
support interoperable access and/or analytic functions by implementing 
open standards, among others, of the OGC. The most famous examples of 
these services are OGC’s Web Map Service (WMS) and Web Feature Ser-
vice (WFS). 

The figure below shows a possible service-based SDI with access con-
trol based on XACML. The components that belong to the access control 
system are shaded in dark grey. 

 

 
Fig. 1. A service-based SDI extended by an interoperable access control system 

Every time a subject carries out an action on a Web Service, the access 
control system has to be activated in order to find matching rules, to evalu-
ate these rules and to return the access decision. 

In detail, the PEP (Policy Enforcement Point) is responsible to start the 
access control process by submitting requests for access decisions to the 
PDP after each request of a subject for an action on a Web Service. 

In turn, the PDP (Policy Decision Point) identifies the relevant rules and 
evaluates them. If there is more than one matching rule, the effects of the 
matching rules have to be combined by a certain algorithm (e.g. deny-
overrides, first-applicable, etc.). In this context, the structuring of policies 
and rules within policies plays a decisive role. The rules and policies are 
managed through the PAP (Policy Administration Point), which can be a 
Web Service itself. 

The result of the PDP, the answer to the requests for access decisions, is 
then submitted to the PEP. The PEP afterwards handles the original Web 
Service request or answer accordant to the result of the evaluation of the 
whole policy. At this point it is possible to configure the PEP in two ways. 
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In case of a violation with the policy, the PEP either gives back the inter-
section of accessible and requested data or a simple deny. 

GeoXACML 
The proposed spatial extension of XACML, named GeoXACML, is based 
on the open standard XACML, version 2.0 of OASIS (OASIS 2005).  

This section shows the most important elements that were added to 
XACML by the predefined extension points. These elements form the new 
possibilities and functions of GeoXACML. For a detailed description of 
GeoXACML or XACML, the reader is referred to Matheus and Herrmann 
(2007) and OASIS (2005). 

10.4.2.1  Geometry data types for rule attributes 

The added data types allow the definition of arbitrary simple features in 
one of the encodings as specified in the GeoXACML candidate specifica-
tion (cp. Matheus and Herrmann 2007).  

Table 2. Geometry data types for rule attributes 

Geometry types 
Point  MultiPoint  
LineString  MultiLineString  
Polygon  MultiPolygon  

10.4.2.2 Spatial rule functions 

The functions of GeoXACML allow the validation of two geometries. For 
the exact semantics of the functions, the reader is referred to the GeoX-
ACML candidate specification (cp. Matheus and Herrmann (2007) and 
OGC (1999) respectively).  

Table 3. Spatial functions 

Spatial functions 
Disjoint intersects boundary intersection 
Touches equals convexhull union 
Crosses contains centroid area 
Within Is_within_distance difference distance 
overlaps buffer symdifference length 
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10.4.3 Example 

The following example shows how to express spatial access rules in Geo-
XACML for a WFS (syntax simplified). Please note that the examples do 
not cope with the full functionality of GeoXACML. In particular, no com-
bination of context-, class-, object-based and spatial permissions is used in 
this example. 

The spatial access rule defined below denies access to data of building 
features if the area of the building intersects with area A, which is defined 
by the polygon (20,380 40,200 … 20,380). 

<Rule Effect=‘Deny’> 
  <Target> 
    <AnySubject/> 
    <Resource> 
    <!-- this rule is evaluated if Building nodes are in the WFS response --> 
      <ResourceMatch MatchId=‘regexp-string-match’> 
        <AttributeValue DataType=‘string’> 
/ResourceContent/FeatureCollection\[\d+\]/featureMember\[\d+\]/building\[d+] 
        </AttributeValue> 
        <ResourceAttrDesignator DataType=‘string’ AttributeId = resource-id’/> 
      </ResourceMatch> 
    </Resource> 
    <AnyAction/> 
  </Target> 
  <Condition FunctionId=‘intersects’> 
    <Apply FunctionId=‘spatialInformationSelector’> 
<ResourceAttributeDesignator DataType=‘string’ AttributeId = ‘resource-id’/> 
<AttributeValue DataType=‘string’>/Geometrie/gml:Polygon 
    </Apply> 
    <!-- the second parameter of the intersects function, the area A --> 
    <AttributeValue DataType=‘spatial’> 
      <gml:Polygon srsName= ‘…/gml/srs/epsg.xml#4326’> 
        <gml:outerBoundaryIs> 
          <gml:LinearRing> 
            <gml:coordinates decimal=‘.’ cs=‘,’ ts=‘ ‘> 
20,380 40,200 240,140 360,260 340,380 200,400 100,400 20,380 
            </gml:coordinates> 
          </gml:LinearRing> 
        </gml:outerBoundaryIs> 
      </gml:Polygon> 
    </AttributeValue> 
  </Condition> 
</Rule> 
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The target definition above implies that the rule only gets evaluated if 
any subject conducts any action on a ‘Building’ feature. In case where 
there are ‘Building’ XML elements in the answer document of the WFS, 
the spatial access restriction in the condition element will be evaluated (i.e. 
Does the building_geometry intersects with area A?). If the accessed build-
ings intersect with the rule area A, the accordant building elements in the 
WFS response will be deleted by the XSLT processor. Afterwards, the 
PEP can decide whether the user gets the modified WFS response or a 
simple access denied message. 

10.5 Conclusion 

As discussed, access control makes a contribution to the improvement of 
SDIs used in DM. The needed requirements for access control in DM can 
mainly be achieved with the OASIS standard XACML. XACML enables 
the implementation of an interoperable, modular, scalable, and distributed 
access control system for Geo Web Services supporting the declaration of 
fine-grained, content dependant authorizations for read and modify ac-
tions. By using the extension GeoXACML, spatial access rules are addi-
tionally possible. 

One can conclude that GeoXACML meets the requirements for an ac-
cess control system usable in DM. The developed concept and prototype 
was tested and validated in test beds with Web Feature and Web Map Ser-
vices and has proved to be ready for operation. At the end, I would like to 
mention two further application domains of GeoXACML. 

A GeoXACML-based access control system can be used to control the 
selective distribution of data. In many articles, one can read about the need 
of a well-organized information flow in DM so that the right persons get 
the right information in the right format in time to make the right deci-
sions. In this context, the access control rules are used to define the views 
of the data. 

Another interesting area of application of GeoXACML is the possibility 
to express and enforce price and billing models in GeoXACML. Even 
though this use case of GeoXACML is more business related, it is never-
theless worth mentioning, as in many cases the SDI established for DM 
might or must be used for the sales of data and services at the same time. 
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11 Spatial Data Infrastructure for Emergency 
Response in Netherlands 

Henk Scholten, Steven Fruijter, Arta Dilo and Erik van Borkulo 

Abstract 

During the crisis management, several organizations coordinate their 
emergency work based not only on well-defined policies and procedures 
(product of careful preparation) but also on the outcomes of the decision-
making process. Decision-making is a highly complicated process in crisis 
situations. Good support in decision-making when disaster occurs is of 
critical importance to react accurately, fast and effectively. Good decision-
making helps to control damage, save lives and resources, and reduce un-
wanted consequences of a crisis.  Spatial Data Infrastructure (SDI) is in-
creasingly considered a critical aspect of decision-making in disaster man-
agement. This paper presents our concept for an appropriate SDI (open-
standard generic platform) assisting in administration, analysis of data to 
predict development of a crisis event and accordingly advise for changes 
of plans 

11.1 Introduction 

The first hours after a disaster happens are very chaotic and difficult but 
perhaps the most important for successfully fighting the consequences, 
saving human lives and reducing damages in private and public properties. 
In these first hours, the good estimation of the current situation is of par-
ticular importance. A large number of questions (e.g. where is the emer-
gency situation, how to get there, how many casualties, what kind of in-
formation do we have from there), are pending for answering.  

Additionally to the unclear situation, many different actors from differ-
ent sectors (fire brigade, police, paramedics, municipalities, etc.) with, 
sometimes, contradictory requirements are involved in managing the situa-
tion. Since many of the tasks they have to perform are rather different than 
their daily work routines, a good cooperation and collaboration between 
different teams is of critical importance. 



There are numerous underlying obstacles that complicate an adequate 
crisis response (Borkulo et al 2005, Diehl and van der Heide 2005, Kevany 
2005, Neuvel et al 2006, Ospina, 2006, Winter et al 2005): 

• Lack of good communication between sectors or actors in crisis re-
sponse. Different sectors operate with particular systems; therefore the 
exchange of information between all actors in the crisis management 
becomes difficult. 

• Diversity of systems in one sector. It is quite common practice to use 
various software in different regions or groups of regions. Realising 
this problem, for example, the Dutch police has already initiated a 
large project SHERPA aiming at standardisation of the geo-
information provision of all the 25 police regions in the Netherlands. 

• A variety of narrow specialised systems for only emergency situations. 
• Lack of appropriate platform (user interfaces) for data exchange. The in-

terfaces usually serve tasks and activities of a specific sector (police, 
fire-fighters, etc.)  

• Insufficient standardisation of processes and protocols, especially for 
data exchange. 

• Difficulties in exchange and integration of various data. Resolution, ac-
curacy, updatedness are only few of the challenges. 

• Lack of information about the ‘information’. Often is unclear where cer-
tain information can be found and how reliable it is. 

• Management of information from the field (reports, images, video, dy-
namic data, etc.). Usually this information is stored as unstructured files, 
which is problematic for systemised analysis, or it is not stored at all. 

• Access to existing data is in general very slow. 

New systems have to be developed that allow different rescue units to 
operate together in any critical situation. One of the main challenges is in 
the spatial domain, i.e. definition of well-defined standardised services for 
discovery and exchange of information. Such services are closely related 
also to the development of Spatial Data Infrastructure (SDI) at all levels 
(local, regional, national and international) for support of disaster man-
agement. Initiatives for SDIs are in progress at many levels all over the 
world, for example INSPIRE in Europe (www.ec-gis.org/inspire). Those 
have to be further enriched to be able to serve emergency sector. Large in-
ternational projects, for example, ORCHESTRA (www.eu-orchestra.org), 
OASIS (www.oasis-fp6.org) and WIN (www.win-eu.org) are already re-
porting results of their research in this area.  

Three aspects of an SDI are especially critical for the success of an 
emergency response system: generic services that would be available for 
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all the actors (on the field and in the commando centre) in a disaster situa-
tion; integration of information coming from different sectors, and man-
agement of dynamic information; appropriate interfaces for different end-
users.  

The services developed within this research are context-oriented with 
respect to the 19 types of disaster as specified in the Netherlands (Diehl 
and Van der Heide, 2005). User interfaces allow for both request of data 
and submitting (in-situ) data to the system and are built on systems cur-
rently in use in the response sector.  

Many kinds of information are needed in crisis response. These are ex-
isting data produced by different organisations, and dynamic data collected 
during a crisis from the different sectors involved in crisis response. Inte-
gration of data coming from different sources is an important aspect. 
Maintenance of dynamic data received from the field is still rather under-
estimated. Most of the information exchange is currently performed via the 
telephone.   

This paper presents concepts and ideas for the development of an SDI 
for disaster management. Next section presents the state-of-the-art in the 
development of SDI. Section 3 discusses the services that are being devel-
oped. Section 4 elaborates on graphic user interface used in the moment 
and demanded by the users. Section 5 concentrates on information man-
agement, and a data model for the management of in-situ information. Last 
section concludes on expected added value of the developments. This re-
search is part of the project ‘Geographical Data Infrastructure for Disaster 
Management’ (www.gdi4dm.nl) funded by the Dutch Research and De-
velopment Programme ‘Space for geo-information’.   

11.2 SDI in emergency response  

SDI has been considered an important aspect of sharing data for years 
(Abrue et al 2000, Cattenstart and Scholten, 1999, Scholten et al 1999) 
Currently there are many international (Fabri and Weets 2005) and na-
tional initiatives for building SDI (INSPIRE, NEN, etc.). The reports for 
the EU member states show that a lot of progress is being made towards 
establishing European SDIs. There has also been progress toward a process 
of data harmonization as well as to common systems and data models in 
disaster response and prevention (ORCHESTRA, OASIS, GMES). How-
ever, the large number of activities and projects funded by EU shows that 
the SDI is far from reality.     
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From a technical point of view most of the technology that is required 
for access and exchange of spatial information is available as standards for 
implementation (e.g. OGC Web Services, SFS, GML), as concepts (e.g. 
OGC Abstract specifications for open distributed management of geo-
graphical imagery) or in process of development. It is worth mentioning 
that third phase of the OGC Web Services has been completed at the end 
of last year. Within these phase participants worked on several relevant 
topics for disaster response such as common architecture, sensor web en-
ablement, Geo-decision support services (GeoDSS), Geo-Digital Right 
Management (GeoDRM) and Open Location services (OpenLS). Many ex-
tensions of existing standards are proposed for further discussions. For ex-
ample the OGC OpenLS is extended toward indoor tracking 
(www.opengeospatial.org).   

For the communication between the systems in this architecture, the use 
of web services and XML can be considered the state of the art. On the 
side of the clients, there is a great diversity ranging from rich clients based 
on web browsers over classic workstation applications to mainframes with 
terminals. These clients cover all the use cases for spatial data that so far 
exist and are based on highly heterogeneous programming and data mod-
els.  

There are also many contributions from scientific projects. It should be 
mentioned many approaches for reaching semantic interoperability, search 
engines based on ontologies, security for agents and web services, as well 
as processing, indexing and serialization algorithms in the field of com-
puter science. The topic of semantic interoperability is regarded as central 
and projects with strong industry integration like WIDE8 (IST 2001-
34417) as well as those with a relation to metadata interoperability (like 
the INVISIP9 project, IST-2000-29640) are in progress.  

11.3 Generic services  

Our major objective within this project is to offer services that solve many 
of the obstacles that are now faced by emergency response systems. These 
services aim at improving communication between different actors in-
volved in crises response. The services are part of an infrastructure that in-
tegrates and facilitates access to various information, existing data and data 
coming from the filed. It offers metadata – information about ‘the informa-
tion’, exchange of data, etc. The focus is largely on developing context-
aware services. 
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Defining and implementing an SDI is traditionally done by creating ap-
plication profiles, where the data model behind the data infrastructure is 
leading. Generic services based upon open standards can then be devel-
oped to make exchange of data possible. The major disadvantage of this 
approach is that the development of services can be complex and time con-
suming. 
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Fig. 1. An overview of context-aware SDI for disaster management. 

A different approach is defining and implementing an SDI within the 
context it is primarily used (Fig. 1). For this project the context is defined 
with respect to the 19 different disaster types. In this approach, the use 
scenarios within the current disaster type prevail for the implementation of 
services within the SDI. Such services only provide access to the data 
infrastructure that is relevant for the current disaster type. This approach 
assures to maintain the focus within a certain context, as well as that 
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application designers/architects to be able to use the defined and imple-
mented services within their known specialization. 
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Fig. 2. An example of SDI for the types of disasters: Flood disaster SDI, Fire dis-
aster SDI and Nuclear disaster SDI. 

Within data driven (or syntax-aware) SDI’s the applications are directly 
communicating with the services, which make them very dependant and 
aware of the syntax being used by services or data infrastructures. In con-
text driven SDI’s high-level functions within the active context are ex-
posed to the application making the dependency of the underlying services 
less relevant (Fig. 2). These functions often consist of a series of calls to 
various services within the context-aware SDI. This approach is often re-
ferred as service chaining. This chain of calls to the various services is-
modelled after the workflow designed to be used during emergency situa-
tions  
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Fig. 3. Workflow of an emergency  process. 
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Fig. 4. Workflow of an emergency process implemented using service chaining. 

mented by a chain of calls to services belonging to the SDI. The Feature 
Service stores the information in the database described in chapter 5. The 
Location Service (e.g. an OpenLS implementation) is responsible for the 
tracking and tracing of the teams. Finally the Communication Service 
takes care of sending the information to the teams. Techniques such as 
BPEL (Business Process Execution Language) are available to model and 
implement the service chaining. BPEL is an XML based language describ-
ing among others the succession of calls to the different services (also 
called orchestration). 

11.4 Graphic user interface 

The design and development of an appropriate Graphic User Interface 
(GUI) is yet another challenging task in disaster management. GUI is usu-
ally very specific with respect to a particular user, type of device used and 
functionality to be offered. In disaster management these specifics are even 
more extreme, due to different user backgrounds, stress, time pressure, fa-
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Figure 3 shows an example of a workflow during an emergency situa-
tion. Information of an incident is retrieved (e.g. by phone or electroni-
cally). This information is stored for example by writing it on a paper or 
whiteboard. In order to warn the appropriate teams, the teams which are in 
the neighbourhood of the incident are selected and warned if necessary 
(e.g. by using radiotelephone).  

Figure 4 shows the same example where the actual actions are imple-



tigue, etc. Therefore the interface has to be intuitive, easy for use and func-
tional. This project analyses and extends/modifies the GUI of Multiteam 

 

 
Fig. 5

 
In both systems the different responding agencies in the crisis response 

(Fire Service, Para medic, Police, municipalities, other special units) can 
access the system and give the location of their mobile-units (using special 
symbols) or mark important areas e.g. those not accessible to the Public. 
The user of the system can send e-mails and request different maps as a 
background. The systems differ slightly in their functionality and access to 
the information. While Multiteam has a quite large local database with in-
formation, the concept of VNET (Diehl and Van der Heide 2005) is ac-
cessing distributed information (stored within the organisations responsible 
for their own service delivery).  In both systems, however, (spatial) analy-
sis is not available yet. The only existing functionalities are map overlay 
and visual inspection. Simulations (as discussed in flood risk management) 
are not available at the moment. In addition, compatible communication 
systems are being developed to improve communication during imminent 
floods. 

. Graphic user interface of the system Multiteam.  
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(Figs. 5 and 6) (www.multiteam.info) and VNet (Fig. 7). 



 
Fig. 6. Interface for e-mail communication. 

 
Fig. 7. Graphic user interface of VNet. 
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The GUI interface in emergency response should be intuitive, and sim-
ple, yet providing the most appropriate information with respect to the 
user, the used device and the emergency of the situation. Furthermore the 
access to the data can be dependent on the location of the object, the proc-
ess, the task and the particular organisation (Capelleveen 2005). It should 
be also remembered that the behaviour of people changes in critical situa-
tions. In this respect, different GUI interfaces is to developed for mobile 
users and decision-makers in commando centres.  

3D display and new visualisation environments are considered as well. 
Various groups are working already in providing 3D visualisation (Berlo et 
al 2005, Branco et al 2005, Bodum et al 2005, Kolbe at al 2005, Kwam 
and Lee 2004). It is well known that 3D visualisation gives a lot of advan-
tages but puts big challenges to the developers of the system. For example, 
the 3D visualisation has to be very close to the real view. In contrast to 
maps, where a lot of symbols are used, 3D view should convey by realism 
and not by abstraction. Special techniques have to be used to focus atten-
tion to the most important information. For example, usage of a textured 
building amongst shaded ones. 3D models may be represented with plenty 
of details but in most of the cases this may lead to distraction. In this re-
spect it is very important to keep the balance between important and fortui-
tous information (Zlatanova and Holweg, 2004).  

 

 
Fig. 8. Navigation routes in a building (from Kwam and Lee, 2004). 

3D representations and displays can be critical for indoor routing and 
navigation (Kwam and Lee 2004, Meijers at al 2005). Considering the 
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complexity of modern buildings and the great number of people that can 
be inside buildings, it is often challenging to organise a quick evacuation. 
Very often serious problems such as huddle, trample, inaccessibility of ex-
its, etc are observed. Despite all the currently available means (alarm sig-
nals, evacuation plans, illuminated signs, etc.), three serious deficiencies 
are observed (Pu and Zlatanova, 2005): 1) lack of appropriate indoor geo-
information about the structure and the available exits of the building, 2) 
lack of dynamic information about the current situation and 3) lack of 
flexible means for evacuation instructions Therefore have investigated 
possibilities to employ interfaces that dynamically evaluate the possible 
escape routes. The evacuation routes can be computed using network mod-
els (see next section) and the visualization as 3D graphics or appropriate 
images (Fig. 8) can be transferred to the client application.Very often 3D 
models are not available, but still a sort of 3D effect can be obtained. 
(Verbree et al, 2004) have studied the applicability of panoramic images, a 
CycloMedia (www.cyclomedia.nl) full-colour images or Cyclorama’s. The 
intention of CycloMedia is to cover the Netherlands with cycloramas to 
support all kinds of geo-information systems and services. All objects and 
locations are registered systematically from the public roads within cities, 
districts, etc. The cycloramas are recorded by a very special fisheye lens 
with a vertical view of 30 degrees below the horizon.  

 

 
Fig. 9. Cyclorama's, augmented with utility information (from Verbree et al, 2004). 

Being geo-referenced, the images can be used for integration with vari-
ous data. Actually, the cyclorama can function as the 'background layer' to 
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display information labels, guiding directions, and position hotspots of 
other cycloramas in a given neighbourhood. The cycloramas can be inte-
grated in any GIS system, as a clickable object either at the location where 
the image is taken from or at given addresses. By this, the user gets a far 

This project extensively explores new emerging tangible technologies. 
Such technologies provide realistic visualization, human-computer interac-
tion, help in situational awareness, and allow for cognitive mapping and 

 

 
Fig. 10. Geodan tangible user interface table (from Scotta et al, 2006). 

The Diamond Touch Table is a front projected table. This means that 
the image is displayed with a beamer hanging above the table. The touch 
signal is recognized with an array of antennas embedded in the touch sur-
face (www.merl.com). This technique allows not only to determine where 
the table is touched but also who is touching the table. 

11.5 Management of information 

The information needed during emergency response consists of existing in-
formation, e.g. topographic data, network utilities, etc., and information 
collected at the moment of disaster, the in-situ information. The integration 
of existing information is done through the use of ontologies (Xu et al. 
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better impression of the surrounding objects and situation. Figure 9 illus-
trates a cyclorama image augmented with underground utility information. 
The cable data are taken from a 2D digital map and transformed in the pro-
jection of the image. Such an approach is readily applicable even for the 
restricted resources (screen, memory, bandwidth, etc.) of mobile devices. 
The image processing can be performed on a server and the augmented 
image can be streamed to any type of wireless devices. 

collaborative decision making (Scotta et al 2006). Figure 10 illustrates the 
touch table to be used in the research. 



2007). In this section we concentrate only on the management of in-situ in-
formation, which is an important aspect of the project. This information 
has to be stored and processed in order to predict the development of a cri-
sis event. The stored information of past crisis events can be further ana-
lyzed and used for the prevention phase.  

A DBMS system is used for the management of in-situ data, for several 
important functionality such a system offers: reliable management of large 
data sets, multi-user control on shared data and crash recovery, automatic 
locks of single objects while using database transactions for updates, etc. 
Nowadays several commercial and non-commercial DBMSs offer support 
for spatial data types: Ingres, Oracle, Informix, IBM DB2, MySQL, Post-
greSQL. Some DBMSs (e.g. Oracle Spatial) even support several different 
spatial models (geometry, topology, network, LRS). The network model is 
quite appropriate for commutation of evacuation routes combined with 
2D/3D visualisation since the geometry of the objects can be stored to-
gether with the nodes and links of the graph (Pu and Zlatanova 2005, Mei-
jers et al 2005). These DBMS systems support only 2D spatial data types 
with their 3D coordinates. Full consideration of the third dimension may 
require new data types (Zlatanova and Stoter 2006).  If needed, 3D topolo-
gies (Oosterom et al 2002, Zlatanova et al 2004) at database level and cor-
responding operations will be investigated. 3D topology may be required 
to extend the spatial functionality with operations such as 3D routing, and 
consistent update of data. Some DBMS systems support the temporal as-
pect, but the spatial and temporal indexing is treated independently. Good 
spatiotemporal support needs an integrated approach, consisting of proper 
data types, operations and specific indexing (and clustering) structures (see 
also Laurini et al, 2005). 

A critical question is the selection of the DBMS, as well as the choice 
between commercial or open source. Important aspects to be considered 
are the support for different data types, appropriate for handling different 
kind of information coming during an emergency; support for the temporal 
component; extendibility with new types and functions. It is expected that 
information collected during an emergency is of very different nature. Be-
sides various sensor information such as images (terrestrial, aerial), videos, 
laser-scan (also terrestrial and airborne), large amounts of textual data, au-
dio, etc have to be managed. Most of the information is dynamic; therefore 
the temporal component is critical. The choice between open source or 
commercial DBMS is driven from pragmatic reasons. On the one hand, an 
open source, freeware DBMS (e.g. PostGIS) may have benefits in large 
area devastating disasters (similar to East Asia Tsunami or the hurricane 
Katrina) when existing infrastructure is destroyed and a commando centre 
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has to be set up in few hours. On the other hand, many organizations in the 
Netherlands have already commercial DBMS, such as Oracle Spatial.  

Oracle Spatial and PostGIS offer the most from the functionality we 
need. Many units from the emergency sector, e.g. municipalities, have al-
ready their data in Oracle. For this reason we have chosen to use Oracle 
Spatial. We have built a conceptual model for the in-situ data, and have 
translated it to Oracle Spatial tables, including constraints, indices, valida-
tion checks, and new data types. The rest of this section describes a part of 
the model (Fig. 11), which covers the information used during emergency 
with dangerous substances (three disaster types).  

other tables, Sectormal and Gasmal, store information about the possible 
extent of the incident, calculated from meteorological data. A series of 
processes is initiated to handle a crisis event. Each process is well defined, 
and has a specific objective, which determines on which kind of disasters 
the process will be needed. For example, in case of emergency with dan-
gerous substances, measurements should be performed in the affected area, 
and the process called ‘Observations and Measurements’ (Borkulo et al 
2005) has to start. The table Process stores information about each proc-
ess according to the Dutch emergency response procedure: the process 
type, the incident for which it is initiated, the time the process started and 
the time it concludes. Table DM_User stores information about personnel 
of disaster management sectors, and table UserInProcess stores infor-
mation about which person is involved in which process and the time pe-
riod of this involvement. Table Measurement stores the result of the ‘Ob-
servation and Measurements’ process. Several measurements may be 
performed during such a process. The measurement team performs meas-
urements for the checked items, and reports the results in a corresponding 
form. Table Measurement contains the information from both forms: the 
specialist form defining the tasks, and the measurement team form giving 
the results of measurements. The Team table contains information about 
teams performing measurements. TeamMember table keeps track of per-
sons forming a team, and the period of time they are in the team. The 
model shown in Fig. 11 does not contain all validity checks and indices; it 
is though complete in terms of primary key constraints (PK symbol) and 
foreign key constraints (FK). 
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Figure 11 shows the tables that store the information, and relationships 
between the tables. Table Incident stores information about the location 
of a crisis event, the time it started, its extent, type of the disaster, etc. Two 



 
Fig. 11. UML model of Oracle tables holding in-situ information in case of emer-
gency with dangerous substances. 

The Oracle Spatial data type MDSYS.SDO_GEOMETRY is used for spatial 
data, e.g. location of an incident that is a point, or the incident estimated 
extent that is an area. To store spatiotemporal data we use nested tables of 
Oracle. An area that changes in time, e.g. the extent of an incident, is 
stored as a list of pairs (area-shape, time). We have created a new data type 
MOVING_REGION:  
/* Types for a moving region instance, and complete moving region */ 
CREATE OR REPLACE TYPE MRegionInst AS OBJECT ( 
    meas_time TIMESTAMP, 
    region_geo MDSYS.SDO_GEOMETRY 
); 
/ 
CREATE OR REPLACE TYPE MOVING_REGION AS TABLE OF MRegionInst; 
/ 
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Another spatiotemporal type, MOVING_POINT, is created in a similar 
way. It stores information for a location that changes in time, e.g. the posi-
tion of a team in the field. These new types are used in the SQL statements 
for table creation, for example: 
 
CREATE TABLE Incident (  
    incidentID NUMBER(15) CONSTRAINT PK_Incident PRIMARY KEY, 
    location MDSYS.SDO_GEOMETRY NOT NULL, 
    start_time DATE, 
    incident_extent MOVING_REGION, 
    disast_type NUMBER(2) CONSTRAINT REF_DT REFERENCES Disast_Type,  
    GRIPlevel NUMBER(1), 
    est_time TIMESTAMP, 
    est_escalation MDSYS.SDO_GEOMETRY, 
    no_victims NUMBER(11) 
) 
NESTED TABLE incident_extent STORE AS IncExtent; 

We use Oracle nested tables functionalities to store spatiotemporal data 
in the tables, and to read these data. The SQL statement below creates a 
view from the Incident table that transforms spatiotemporal types to 
simply spatial types (via un-nesting), which can be easily used by services.  
 
CREATE VIEW IncidentExtent AS 
    SELECT i.incidentID, i.location, i.start_time, e.* 
    FROM _Incident i, TABLE(i.incident_extent) e; 

11.6 Conclusions  

The standardised services developed within this project facilitate the work 
of emergency sector in a number of directions. We expect that the systems 
will allow for a better preparation to disaster management, because of the 
standardised operations able to be exercised in daily work. On the other 
hand, the temporal data collected from previous disasters can be analysed 
and used for prevention.   

It will be possible a better handling of the first period of an emergency, 
achieved by providing targeted information rapidly and by collecting rele-
vant information from the field that helps coordinating operations effi-
ciently. This period, called the golden hour, often determines the success 
of the entire operation, for instance as concerns the ability to save lives. 

The integration of command-and-control with field operations can be 
significantly improved especially the coordination between forces, teams 
and organisations that participate in emergency management. The nature 
of the project is such that this impact can be achieved as concerns commu-
nication and data management. 
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The handling of emergency will also be improved, because information 
from multiple sources and databases will be possible to access in order to 
provide the emergency sector with all insights that can be realistically ob-
tained in support of life saving and protection of material assets. This can 
prevent that vital data will not be usable simply because the data handling 
technical issues. 

The visualisation of requested information will be improved with re-
spect to the specific needs of the users and therefore provided in formats 
(e.g. images, vector, movies) that are more compatible with the environ-
mental conditions during the emergency. 

This ‘definitely’ will result in a better support to rescuers, based on in-
formation provision and coordination, which can on the one hand lead to 
faster and more effective operations and in the other hand ease the burden 
of stress on the operations theatre. 

However, even ‘definitely’ needs to be evaluated and proven. As has 
been stated in the report of the National Research Council (2007) there are 
a number of factors that will influence the success of a map. Part of the 
project will be the development of evaluation procedures which will be 
used during the planned large disaster management exercises. Based on 
these outcomes we will be able to judge the role of the SDI 
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12. Geocollaboration in Hazard, Risk and 
Response: Practical Experience with Real-Time 
Geocollaboration at Québec Civil Security 

Charles Siegel, Donald Fortin and Yves Gauthier 

Abstract 

The pertinence of outputs from geographic analysis and airborne- and 
space-based sensors to hazard recognition, risk analysis and emergency re-
sponse is well established. They are contributors – remotely-sensed or ana-
lytical information is not sufficient by itself. Useful application of geospa-
tial data requires information from multiple sources, first during analysis 
and then to provide geographical context. The resulting product is useful to 
emergency management (EM) specialists, planners and other decision 
makers. Even then, however, these users may not have the capability to 
apply the information effectively. The problem is one of delivery: how to 
deliver the information rapidly and accompany it with the expertise re-
quired for use. 

The delivery problem is particularly acute in decision making in the EM 
response phase. During response, the utility of geospatial information is re-
lated to the time it takes to acquire, process and analyze data, and then 
make it pertinent in the decision environment. Furthermore, these steps are 
not simply linear – analysis of the geospatial information may have to be 
adjusted, and very rapidly, using in situ measures and observations. 

One way to resolve the problem is to add a georeferenced, real-time col-
laboration environment to the software and procedures used to produce 
geospatial information. This combination allows adjustments in analysis 
and interpretation, along with the input of expertise from multiple do-
mains. In this paper, we describe applications of geospatial information 
with software for live Internet geocollaboration in civil security operating 
in the Québec Ministry of Public Security. The illustrations come from real 
emergency management situations. 



12.1 A familiar map with new information at the SCQ 

Under the Québec provincial government, central and regional umbrella 
bodies coordinate emergency management activities. These organizations, 
the OSCQ and ORSCs (Organisation de la sécurité civile du Québec and 
Organisations régionales de la Sécurité civile), are made up of the provin-
cial departments and para-governmental bodies that have specific missions 
under law or the provincial civil security plan. A department of the Minis-
try of Public Security (MSP), the DGSCSI (Direction générale de la Sécu-
rité civile et de la Sécurité incendie), has the mission of coordinating over-
all provincial action and information flow in case of civil emergencies. 
Practically speaking, the DGSCSI furnishes the backbone of civil emer-
gency management in Québec (as “Québec Civil Security”, Sécurité civile 
du Québec [SCQ]). The department runs the provincial and regional emer-
gency operations centers (EOCs), and organizes and coordinates the um-
brella organizations. The system of civil emergency management in Qué-
bec is organized a bit differently than in many other North American 
states, provinces and federal governments, where EM response is based on 
Incident Command principles. 

Despite organizational differences, the objectives and missions of emer-
gency management organizations (EMOs) are similar: recognition of haz-
ards and reduction of risk, planning and preparation for emergencies, re-
sponse and recovery. EMOs achieve these missions through collaboration 
with many other actors – other government ministries, departments and 
agencies, para-governmental organizations and specialists from the private 
sector or the academic world. Collaboration gives the EMO a pool of ex-

In general, the information shared among all these actors should be geo-
referenced (or at least “georeference-able”) so that we can combine it and 
put it into geographic context for end-user applications or operations. One 
of the ways of thinking about these interactions is to imagine three spheres 
of collaboration: technical, operational and strategic (that is, planning or 
decision-making), which themselves interact based on a common view or 
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pertise far larger than the organization itself can provide (Siegel et al., 
2005; Committee on Intersections between Geospatial Information and In-
formation Technology 2003). 

map (Fig. 1). Remote sensing and geoanalytical information products are 
one of many possible sources. They must be used and interpreted in the 
same geographic context as other inputs to operational coordination and 
decision-making. Ideally, they should also be integrated into the typical 
practices of the EMO. 



 
Fig. 1. Geocollaboration in emergency management at Québec Civil Security (Sé-
curité civile du Québec [SCQ]). 

What is this context? Since we are dealing with people in society, we 
need to see where the population is, where the infrastructures are, what the 
physical conditions are, and so on – operational or situational information 
has to be considered in that framework. Domain specialists, including 
those working with remote sensing or geoanalytical information, need to 
explain the new information they contribute. In emergency management in 
Québec, that means providing a map view combining base information 
from federal and provincial geodata stores with the information provided 
by subject matter experts. The emergency management team then has a 
familiar map view allowing it to recognize, quickly and easily, the implica-
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tions of new information (Fig. 2). 



 
Fig. 2. Specialized information put into context for emergency management: river 
ice mapping based on Radarsat imagery (produced by INRS-ETE Remote Sensing 
Laboratory) and information from observers in the geographic context of WMS 
layers from Québec (MRNF) and Canadian (Centre for Topographic Information, 
Natural Resources Canada) sources. This illustration is taken from a screen cap-
ture in GeoConference®, the geocollaboration tool used by the SCQ. 

Having assembled the map information in a usable form, we then need a 
means of providing it to the EM collaborators so they can use it together. 
The team is likely to be spatially distributed, and gets together using a both 
face-to-face meetings and telephone conferences. The map must be part of 
those team meetings. The SCQ has implemented an off-the-shelf Internet 
collaboration tool called GeoConference® to provide a real-time collabo-
ration environment in those meetings. 

An architecture for map-based conferencing. The architecture of 
GeoConference is straightforward and optimized to support the conferenc-
ing aspect of collaboration. The system consists of three tiers, which can 

• Conferencing clients,  
• The GeoConference server, 
• DataProviders (geoinformation connectors), which furnish map layers to 

the server for the conference session map background. 

Participants access sessions using either stand-alone thin clients based 
on the Microsoft® .NET framework or Web-browser-based clients based 
on asynchronous JavaScript and XML (AJAX) Stand-alone clients can 
connect to the GeoConference server using any of the following protocols:  
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reside on different, Internet-connected computers (Fig. 3): 



• Simple object access protocol (SOAP) over HTTP,  
• SOAP over HTTPS,  
• A proprietary binary protocol over standard TCP/IP.  

The principal advantage of the binary protocol is that it is more compact 
and thus better suited to low-bandwidth conditions; however, HTTP can 
more easily traverse firewalls. The AJAX interface to the server was de-
veloped at the end of 2007, too late for the examples in the following 
pages; it has the advantage of being independent of the operating system 
platform. A conferencing session can support any combination of the client 
protocols, depending on the rules imposed by system administrators. 

The primary job of the GeoConference server is to support the confer-
ence sessions, including the final sandwiching of the background map lay-
ers coming from the data connectors. Any given geoconferencing session 
is quite lightweight and even a single-processor server can support many 
active sessions concurrently. We assemble the background map at the con-
ference server to assure that every participant in a given session sees ex-
actly the same rendering of the map at the same time, two elements we 
consider essential to informed group decision-making.  

 
Fig. 3. Architecture of the GeoConference® system. 

The GeoConference server relays user pointers, maintains the list of 
shared georeferenced annotations, and saves the last state of the conference 
session for later reuse. The saved session data includes the text-message 
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log, the georeferenced annotations and references to (but not the content 
of) the layers of the map background and the map extent. The server main-
tains a small database containing user and workgroup information, saved 
sessions and data source information. The ability to fully record and replay 
conference activity will be added in 2008-09. 

DataProviders are connectors to geoinformation sources; they act as 
dedicated mini-servers to the GeoConference server to which they are con-
nected using standard Internet protocol. They work in two ways: as 
loosely-coupled clients to Internet map services (primarily WMS), or as 
connectors to file-oriented geodata and georeferenced imagery. They can 
also connect to non-georeferenced image files.  

In the case of file-oriented data the DataProviders must also render the 
geoinformation layers for the conference server. Control for this rendering 
is passed through the conference server to the clients; for example, in the 
case of multi-band imagery, a remote sensing specialist can control band 
combinations, enhancement and simple filtering from within a GeoConfer-
ence client. Data Providers run at the location of data source files and thus 
are under the control of data owners or brokers. In the case of connections 
to Internet map services, DataProviders may be at any Internet location, al-
though efficiency suggests that they are best located close to either the 
map service or the GeoConference server. 

12.2 Benefits of Real-time Geocollaboration 

An all-too-common problem for EMOs across North America is the pres-
sure to do more with less: better services from smaller budgets and staffs. 
The SCQ’s answer has been to employ off-the-shelf Internet collaboration 
tools, one of which is GeoConference. It is used by regular SCQ staff, de-
cision-makers and external partners, most of whom are not geomatics spe-
cialists. However, GIS and remote sensing specialists also use the system 
to introduce and discuss their analytical outputs with end-users and to re-
ceive ground-truth information from observers.  

Participants in GeoConference sessions use lightweight, easy-to-deploy 
client software to take part in teleconferences based on synchronized map 
views. Using this tool, they are, in effect, performing “geocollaboration1”, in 
the form of live, map-based, Internet conferences (that is, “geoconferences”, 

                                                      
1 Geocollaboration is a neologism formed from “geoinformation collaboration”. 

While we are not sure who coined this term, we first saw it in material from the 
GeoVISTA Center in the Department of Geography at the Pennsylvania State 
University. 
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or “live geocollaboration”). The emphasis on direct user-to-user exchanges 
distinguishes GeoConference from other commercial software used for 
geocollaboration, which (to our knowledge, at least) are based on individ-
ual interactions with a shared database. In fact, we would expect these two 
types of geocollaboration to be complementary. 

A secondary use of GeoConference at Québec Civil Security is as a geo-
referenced situation-monitoring tool. Typically, a geocollaboration session 
remains open in an operations center to allow it to follow events or general 
situations, (for example, the current locations and conditions of forest fires 
in the province). Users log in from time to time to add georeferenced ob-
servations (annotations) to the shared map or to check the current situation. 

The user-controlled views in geoconferencing sessions are constructed 
of layers from multiple, distributed geodata and image sources. Telecon-
ference participants can perform many of the same actions they might want 
to perform if they were physically present at the meeting – they can point 
at the map (multiple active pointers), draw on (annotate) the map, change 
the map extent, modify annotations or symbology, and add or remove lay-
ers. Typically, the map-based meeting accompanies a telephone conference 
attended by some or all of the participants. The system is designed so that 
foreground actions (pointer movements and shared annotation) keep up 
with the spoken conversation, even when some participants are using low 
bandwidth connections such as wireless or dial-up telephony. A logged, 
time-stamped text chat is also available; it can be used for instant messag-
ing and as part of decision recording. The annotated map, which is stored 
as part of the session, also records elements of decisions.  

Using the map-based, real-time collaboration tool has an important im-
pact on SCQ costs and the services it provides: 

• SCQ staff in the central or regional offices can be applied to problems in 
any region; 

• Personnel from collaborating agencies can attend meetings without hav-
ing to spend time travelling; 

• Local officials can receive real-time guidance in the application of haz-
ard and risk analyses; 

• Outside experts can deliver and discuss their analyses and products 
without having to leave their offices or labs. 

A collateral savings comes from the use of distributed geoinformation. 
The SCQ does not host or maintain all of the map information being 
viewed. Most of it comes instead from Internet sources such as OGC-
standard Web Map Servers (WMS) or from GeoConference connectors 
at the data source. In addition to requiring less effort by SCQ staff and 
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reducing duplication, access near the source provides access to fresher 
geoinformation. 

During emergency operations (the response phase of EM), the use of an 
Internet-based, real-time geocollaboration tool virtualizes the maps in the 
operations center, which provides time savings and service improvements: 

• Observers and operations personnel in the field can share the operational 
picture with the emergency operations center and with analytical infor-
mation providers; 

• Important geoanalytical products can be applied, discussed and modi-
fied without delay; 

• Decision-makers can be fully briefed wherever they are located. 

Using the examples in the following pages, we will try to illustrate some 
of the points mentioned above. The examples come from real cases or sce-
narios developed at Québec Civil Security. Note that the authors have 
translated some of the annotations and texts into English and in some cases 
recreated scenarios in order to capture screens for the illustrations. 

12.3 A geocollaborative view of natural hazard and risk 

Coastal erosion in the St. Lawrence River estuary seems to be accelerating, 
perhaps due to rising sea levels and reduced protection by shore-fast ice. 
This erosion can provoke landslides, debris flows and slumps that endan-
ger lives, property and infrastructure. Geotechnical specialists in the Qué-
bec Ministry of Transport (MTQ) and the DGSCSI use slope, geomorpho-
logic and soil information, along with orthophotos (for feature 
reconnaissance) and field observation to delimit the presence and likely ef-

Recently, MTQ and DGSCSI personnel have been able to discuss their 
work in ad-hoc telephone calls or in formal teleconferences using the envi-
ronment provided by the SCQ’s real-time geocollaboration system, as 
shown in the figure. The ability to discuss geographic information at a dis-
tance avoids the disruption and cost of travel (even if this is just across the 
city) and so encourages more frequent exchanges. The geocollaboration 
software provides the ability to view everyone’s information in the same 
geographic context. Since each participant controls a map pointer and can 
make and edit both the symbology and the georeferenced geometry of 
point, line or polygon annotations, discussion is precise and open. 
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fects of related geomorphologic processes (Fig. 4). 



 
Fig. 4. Identifying costal erosion/landslide hazards based on reconnaissance using 
an orthophoto image, slope and soil information, and ground observation. Data 
visualized here comes from the Québec MRNF and MSP as well as from Natural 
Resources Canada. The screen capture and the following examples show the Geo-
Conference® client being used for live map-based collaboration over the Internet. 

12.4 Geocollaboration for communicating  
risk information 

Once hazards are recognized, we need to see them in the context of land 
use and development. In Québec, the Ministry of Transport produces ana-
lytical cartography showing zones of risk for mudslides and mudflows 
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(Bilodeau et al., 2005). Municipal governments are responsible for emer-
gency management planning and land-use controls based on these risks. As 
part of its mission of risk reduction, Québec Civil Security supports and 
advises municipalities in the planning process. 

Using the real-time geocollaboration system, SCQ analysts can help 
municipal officials put risk evaluation into local context, aid them in inter-
preting the risk zones and discuss development scenarios. In the example 
shown in Fig. 5, the municipality is several hours by route from the 



central office of the SCQ and an hour or so from the closest regional of-
fice. The ability to hold a teleconference, in full geographic context, with 
municipal officials means a large savings in time (and in travel expenses, 
too). Perhaps more to the point, it allows the SCQ to offer more frequent 
and better quality services to local government. 

 
Fig. 5. Orthoimage with overlays indicating mudslide and mudflow risk zones. 
The orthoimage, along with information from the MRNF’s 1:20 000 series map-
ping, serves as a part of a detailed georeferenced backdrop. Together with addi-
tional layers of information from Canadian and Québec WMS sources, they pro-
vide an understandable context for real-time discussions between personnel from 
the SCQ and local officials. 

12.5 Real-time geocollaboration for emergency 
operations 

One of the most obvious applications of real-time geocollaboration in 
emergency management is coordination and response. The advantages of 
doing so are similar to those mentioned in previous cases: savings in of 
personnel time and travel costs. However, beyond the simple question of 
cost, map-based teleconferences can deliver geospatial knowledge and ex-
pertise more effectively and swiftly – they are a service improvement. In a 
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rapidly changing situation, collaboration at a distance may be the only way 
the information can be provided. The following example illustrates how 
map-based teleconferencing helps to communicate geospatial knowledge 
during emergency situations. 

In winter and spring, river ice conditions (ice dams, frazil ice build-up) 
can provoke flooding. The SCQ monitors rivers, assists municipalities in 
the case of inundation, and, when necessary, coordinates action to reduce 
the risk or effect of flooding. 

The Laboratory of Remote Sensing in the Centre Eau, Terre et Environ-
nement of the Institut national de recherche scientifique (INRS-ETE) in 
Québec City has, over the past several years, developed techniques and 
procedures to rapidly produce synoptic, classified image-based maps of 

In order for the SCQ to make effective use of these image maps, several 
problems have to be solved: 

• The ice map has to be made accessible, rapidly and in company with the 
operational context (which includes information from many different 
sources); 

• The image analyst needs to participate in the interpretation of the ice in-
formation for operational use; 

• It is quite likely that image classification will have to be adjusted based 
on ground observations. 

In the situation shown in the figure below, the image analyst was in 
Québec City and the flood situation in the Montréal region, more than 200 
km distant. How would the analyst see and understand the current situa-
tion, discuss image interpretation and related ground observations in real 
time, and then provide an updated classification before the image informa-
tion was out of date? 

The real-time geocollaboration system provides ways of solving these 

Real-Time Geocollaboration at Québec Civil Security      209 

problems (Siegel et al., 2004). Using a GeoConference connector for Geo-
TIFF format, which acts as a dedicated image server, the image analyst can 
provide the image to the geocollaboration system from within his own net-
work. The GeoTIFF image file need never leave its original location. The 
analyst himself remains in his lab while explaining interpretation and get-
ting up-to-date information from on-site observers that will allow him to 
improve image classification, which is in turn available in the geoconfer-
ence. This activity occurs in the georeferenced context of all of the other 
information on the SCQ’s operational map. 

river ice from Radar satellite imagery (Fig. 6). The initial version of these 
river ice maps can now be delivered within a few hours of image acquisi-
tion (Gauthier et al., 2006). 



 
Fig. 6. Radar-based river ice map as part of the operational picture for EM during 
ice-related flooding in the Montréal region in late January and early-February 
2004. Québec and Canadian federal map layers (WMS and vector file sources) 
provide part of the situational context. Georeferenced annotations on the map 
show information about current conditions and operations. 

12.6 Forest fire situation monitoring and coordination 

Wildfires become a civil emergency management problem when they 
threaten settlements, transport infrastructures, or economic exploitation ac-
tivities. In Québec, a crown corporation, the Société de protection des 
forêts contre le feux (SOPFEU) has the responsibility for fighting and 
monitoring the fires themselves while measures to protect the forest re-
source are the responsibility of the Ministère des Ressources naturelles et 
de la faune (MRNF). Coordination of provincial efforts to protect the civil 
population, property and infrastructure falls to the SCQ. 

Forest Fire Pilot Project. In the spring of 2006, Québec Civil Security 
initiated a pilot project using GeoConference for civil emergency man-
agement related to wildfires. Until that time, the SCQ’s use of real-time 
geocollaboration had been sporadic and internal; that is, for coordination 
within the Ministry of Public Security. The objective of the pilot project 
was to roll out and use the system comprehensively in the primary forestry 
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production areas. It was to be deployed to the SCQ’s regional offices and 
to the other members of the regional emergency management organiza-
tions (ORSCs – see section 1 above), including the SOPFEU and regional 
representatives of the MRNF, as well as representatives of many other 
provincial bodies, and para- and non-governmental organizations such as 
the Canadian Red Cross. Teleconferences based on geospatial information 
were to become part of the formal coordination meetings of the ORSCs 
during emergencies, in effect ‘virtualizing’ the regional operations centers. 

The MRNF and SOPFEU were geoinformation providers for the project 
as well as being participants. Natural Resources Québec (MRNF) provided 
access to WMS sources (hosted by CubeWerx, Inc.) showing base map in-
formation at 1:20,000, 1:100,000 and 1:250,000 nominal scales, along with 
a small-scale digital elevation model, forestry roads and recreational lease-
holds on provincial lands. The Centre de mesures d’urgence of the MRNF 
provided two or more processed NOAA AVHRR images daily to aid fire 
and burned area detection. Provincial base mapping was complemented by 
a number of layers from the Canadian federal National Topographic Data 
Base (NTDB), which provided place names, transportation infrastructure 
information, and information about a number of risk generators. We ac-
cessed the NTDB layers through the Canadian Centre for Topographic In-
formation’s WMS. 

The SOPFEU provided essential fire monitoring information: fire loca-
tion, control situation (new, out-of-control, contained, controlled, extin-
guished), and fire contours. Since the SOPFEU did not have the facilities 
available to provide a geoinformation service, the data was transferred to 
the MSP using an automated file transfer protocol (FTP) process. 

The 2006 fire season in Québec was a very quiet one, with the number 
and size of forest fires well below average. This situation effectively pre-
cluded use of the geocollaboration system for regional coordination meet-
ings. The project was extended to the 2007 fire season, which turned out to 
be much more active, and the geocollaboration system went through sev-
eral periods of intensive use.  

Extension of the project for the 2007 season also provided an opportu-
nity for the Québec Ministry of Public Security to develop its own Web 
Map Service to publish the SOPFEU’s fire information for internal use. 
The data were harvested and the WMS layers updated every 30 minutes, 
following the SOPFEU’s update schedule (fire contours, however, were 
generally updated at the beginning and end of the fire-fighting day). The 
figures that follow all include layers from the MSP’s WMS. 

Geocollaboration in the Pilot Project, 2007. During the fire season 
(May-September), the SCQ’s provincial emergency operations center 
maintained a continuous daily, up-to-the-minute monitoring session using 
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GeoConference. This session was available for viewing and annotation by 

We initiated sessions each morning in less than a minute using a session 
template. 

 

 

Additional geoconferences focused on particular regions or fires to sup-
plement the daily provincial monitoring sessions; other conferences were 
set up for coordination meetings. More than 190 GeoConference sessions 
were saved over the 2007 fire season. Fifteen of these were used during 

Frequently, partners relayed data files of map information in the period 
just before a coordination meeting. These data were immediately made 
available in the GeoConference sessions. Occasionally, project participants 
transmitted non-georeferenced images of maps for use during coordination 
meetings. Meeting participants viewed these in non-georeferenced ses-
sions, which were accessed in parallel to the georeferenced ones (that is, 
users could view, discuss and annotate them in another GeoConference 
client window). 
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the regional operations centers or any other project participant (Fig. 7). 

formal regional EM coordination meetings (Fig. 8); often, they were used 
for both a morning and an afternoon meeting in the same day. 

Fig. 7. Fire situation session, 14 June 2007, fire update from 8:38 AM. Different 
nuances gray of the fire symbols indicate the state of each fire (e.g. dark grey is 
‘controlled’). The time stamp in the upper left indicates the time of the most recent 
update received from the SOPFEU. 



 

During the two fire seasons of the pilot project, system pilots made 
GeoConference training sessions available to end-users (these sessions 
were in a separate workgroup and were not part of the 190-plus working 
sessions mentioned above). One hour-long initiation to the conferencing 
client seemed to be sufficient to make users competent to use the soft-
ware’s primary conferencing features (text messaging, map pointers and 
georeferenced annotations). Approximately five SCQ and 15 partner users 
were trained in each fire season. These new users frequently trained others 
in their work locations or regions. 

Conclusions from the Pilot Project. Widespread participation of part-
ners outside the MSP in geocollaboration sessions made it possible to fol-
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low rapidly changing fire situations (Fig. 9). Use of the system provided a 
channel for updating geoinformation, augmenting both the speed and the 
precision of situation evaluation. Given the distances involved, many par-
ticipants in coordination meetings could not attend in person and Internet 
map conferencing became an essential addition to telephone conferences.  

Fig. 8. Afternoon coordination meeting, 18 June 2007, ORSC region 2 
(Saguenay–Lac-St-Jean Region), with fire information updated at 3:08 PM. 
The rectangle (partly visible) shows the zones closed to forestry activities on 
the 18th of June. The circles (‘barrage 06/18’ and ‘barrage 06/14’) represent 
roadblocks for two dates. Regional offices of the MRNF communicated the files 
containing the closure information directly to the SCQ staff. 



Users seemed to find the GeoConference client easy to use and appreci-
ated the possibilities for situation monitoring and attending coordination 
meeting without leaving their work locations. They were able to manage or 
participate in online, map-based meetings with very little training.  

 

Staff at the provincial operations center in Québec City and other spe-
cialists in Montréal and St-Jean-sur-Richelieu supported coordination 
meetings for regional operations centers. This left regional counselors free 
to run meetings or assist each other. The collaboration system lets every-
one profit from the capabilities of the geomatics and thematic specialists. 

The pilot project showed once again that distributed sources, delivered 
through a Web services infrastructure, can easily supply much of the 
geoinformation required for emergency management. However, EM does 
require at least a limited amount of base map information on a guaranteed, 
24/7 basis, so a copy of at least some base geoinformation is likely to be 
maintained by the SCQ itself. The project also demonstrated that Web ser-
vices can satisfactorily supply up-to-the-minute, rapidly changing thematic 
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Fig. 9. Internet meeting for ORSC region 9 (North Coast), 18 June 2007. The 
smaller polygon above updates the burned area for fire 323, which had just gone 
out of control. The SOPFEU generally publishes fire contours only one or two 
times daily, so the ability to manually draw an update is crucial when fire growth 
threatens infrastructure, settlements or camps. [Apologies from the primary 
author: I had scrolled up to look at previous messages so the screen capture does 
not show the relevant part of the text log]. 



information. We should note, though, that in the case of one-off situational 
information, such as road closures, we used file-oriented data delivered di-
rectly from partners. 

12.7 Conclusion 

Emergency management, in all phases, is an activity requiring the coopera-
tion of multiple organizations and specialists. Geospatial analysts need to 
take an active part in the collaboration. Frequently, this collaboration will 
take place at a distance, since teleconferencing is a standard tool of the 
EM. A live collaborative view of geoinformation must become an integral 
part of the teleconference. Another characteristic of the solution is rapidly 
distributed, easy to use, and in-context geoinformation for all users, not 
just geomatics specialists. A real-time Internet geocollaboration tool that is 
usable by the non-specialist provides improvements in service and effi-
ciencies, in terms of both cost and time, to the emergency management or-
ganization. It also adds value and immediacy to the products of the geospa-
tial analyst.  

The larger conclusion of the SCQ’s experience with live geocollabora-
tion is that it will extend Internet map conferencing to full production use 
for all regions and for all risks. The organization is also hoping to increase 
the integration of its real-time Internet system for incident management 
and map conferencing.  

The synergistic value of geocollaboration with the SCQ’s partners is 
evident. On that basis, the organizations has been asked to prepare a busi-
ness plan for deployment of the live geocollaboration tool to all Québec 
departments and organizations with responsibilities in civil defense 
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13. On-line Street Network Analysis for Flood 
Evacuation Planning 

Darka Mioc, François Anton and Gengsheng Liang 

Abstract 

Flooding has been one of the most costly disasters in terms of property 
damage and human casualties. The damage to the infrastructure can also be 
extensive, and it can endanger flood evacuation efforts. During flooding, 
emergency managers need to know which evacuation route is safe for their 
vehicles. In evacuation planning, knowing the water depths on roads and 
taking into account vehicle types available for rescue is highly demanded. 
This paper presents a Web GIS system for dynamic street network analysis 
in evacuation planning, which includes a flood monitoring and prediction 
system, a street network and flooding spatial data model, and an applica-
tion for analysis of street network flooding in near-real time conditions. 
The results obtained in this research demonstrate that users can obtain 
evacuation routes in different situations, where water depths and vehicle 
types are considered as constraints for the street network. The use of this 
system enables emergency management services and the general public to 
make a timely and effective decision for flood evacuation planning. 

13.1 Introduction 

Floods are common natural disasters that cause much damage to people’s 
lives and properties. Due to population growth and the accompanying de-
velopment of extensive infrastructures close to rivers, flooding disasters 
impacts have greatly increased over recent years. An effective GIS tools 
for evacuation planning could help mitigate the worst effects of flood dis-
asters.  

Experience with emergency evacuation in the Lower Saint John River 
during the flood of 1973 demonstrated the problems people encountered 
(Environment Canada, 1974). At the peak of the flood in spring 1973, 
basements and ground floors of buildings near the river were flooded 
(Fig. 1), and roads and bridges were damaged as well. In these conditions, 
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the management and control of the traffic and the flood evacuation became 
a critical problem (Fig. 2). 

The evacuees rescued from their homes by boats or amphibious crafts 
(Fig. 3) needed transportation to reception stations. 

Fig. 1. Flooded Houses (From http://www.gnb.ca/public/riverwatch/Flood-1973/ 

Fig. 2. Flooded road (From http://www.gnb.ca/public/riverwatch/Flood-1973/ 
index.htm)  
  



 
Fig. 3. Flood rescue with amphibious craft(From http://www.gnb.ca/public/riverwatch/ 
Flood-1973/index.htm) 

 

 

 

 
 

In reality, many people know where the refuge shelters are, and how to 
find the way to escape the flood. Nevertheless, under flooding, the people 
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The transportation routes needed to be redesigned due to isolation and 
flooded highways (Fig. 4).  

Fig. 4. Road closure caused by flooding (From http://www.gnb.ca/public/riverwatch/ 
Flood-1973/index.htm)



might not know whether their usual path is safe or not since some roads 
may be inundated. It could be dangerous for people to rescue their lives 
and properties through flooded roads. In some flood rescue cases, emer-
gency teams or individuals try to drive their vehicles through flooded 

Normally, people should not drive through flooded roads. In some cir-
cumstances, however, individuals and rescue managers may want to know 
water depths of inundated area in order to allow rescue vehicles to pass for 
quick rescue/evacuation through shallow water. Therefore, how to obtain 
the safe evacuation route considering dynamic information on water depth 
on roads and vehicle types becomes important for emergency managers.  

 

 

 
Dynamic information on the flooding that affects transportation infra-

structure is essential for flood evacuation planning in order to make the 
decisions for rescuing people’s properties through transportation networks 
(Asama, 2006; Holz, 2006).  

An effective flood monitoring network system that can offer dynamic 
information could help mitigate the worst impacts of flood disasters.  

During flood events, the accessibility of the street network might change 
due to inundations of the streets or damages caused by flooding. Thus, the 
optimal path for flood rescue computed using GIS functionalities might 
not be valid if the system cannot integrate the flood information dynami-
cally.  
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streets if it seems that it is shallow water (Fig. 5).  

Fig. 5. A bus trying to pass an inundated area (From http://www.gnb.ca/public/ 
riverwatch/Flood-1973/index.htm) 



Geographic Information Systems (GIS) can play an important role in 
flood evacuation.  Not only that they can integrate a variety of data for 
presentation in the form of digital maps, but also offer different spatial 
analysis tools needed for flood evacuation.  At the same time, with the ad-
vance of Internet technologies, Web GIS provides an effective way to dis-
tribute geospatial information on the Internet, and makes the GIS data 
management and application accessible to emergency managers and the 
public. 

In the following sections, we will present a Web GIS application for 
flood evacuation planning. The application displays flooded streets on-line 
and provides the evacuation path, which considers water depths of flooded 
areas and types of rescue vehicles. The application integrates a Web Map-
ping Server, a spatial database, and a network analysis application. A de-
tailed implementation and results of the system will be presented using 
Fredericton’s street network. This Web GIS application enables emergency 
managers to plan road closures and the accessibility of evacuation routes 
for different types of rescue vehicles.  

13.2 Flood evacuation overview 

Flood evacuation is the act of rescuing people from a dangerous place to a 
safe place during flood events. Once a flood event occurs, emergency ser-
vices have to plan safe and short routes from refuge places to evacuation 
places. Lack of this knowledge would cause a loss of valuable time in the 
evacuation process (Simonovic and Ahmad, 2005). Emergency manage-
ment services need to handle many evacuation processes, for example, 
they have to identify areas to be evacuated, sheltering needs and capabili-
ties, and develop evacuation movement control procedures (Schwarzeneg-
ger and Renteria, 1997).  

Numerous research efforts have been conducted in the past to develop 
new approaches for flood prediction and flood rescue using GIS. Several 
research efforts focused on dynamic flood modeling and prediction. Al-
Sabhan et al. (2003) presented a real-time hydrological model for flood 
prediction using GIS. Zipf and Leiner (2004) in their research work pro-
posed the scenario for a mobile flood warning system and gave an over-
view of system architecture they developed. Research in flood evacuation 
brought several different approaches so far. For example, (Lu et al., 2003) 
proposed two heuristic algorithms named Single-Route capacity con-
strained planner and Multi-route capacity constrained planner to incorpo-
rate the constraints of routes. This research focused on traffic difficulties 
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such as congestion and accessibility. The novel research by Neis, (Neis et 
al., 2007) on 3D emergency route services is based on Open Location Ser-
vices including a directory service, a gateway service, a location utility 
service, a presentation service, and a route service. Although the route ser-
vice allowed various criteria settings such as time, start and destination 
points as well as the function to add avoid lists; the output routes could not 
allow shallow water on the roads. A genetic algorithm to retrieve the opti-
mal shelter locations for the flood evacuation planning was presented by 
(Kongsomsaksakul et al., 2005). The algorithm considered the allocations 
of both authority and evacuees, but did not take water depth on roads into 
account. There were only few approaches considering the effect of water 
depth in flood evacuation. The approach presented by (Liu et al., 2006) 
proposes an adaptive evacuation route algorithm considering the effect of 
the change in water depth on people’s evacuation behavior during flood 
events. However, efficient real-time data collecting, processing, and opti-
mal evacuation route calculation should be given more concern in flood 
prediction and rescue. 

The review of the recent research in flood evacuation shows that effi-
cient methods of data collection and processing needed for safe evacuation 
paths planning which consider water depths on flooded streets and emer-
gency vehicle types is still missing. 

Three main problems regarding evacuation routes planning for flood 
rescue can be drawn from the review of current research on methods for 
flood evacuation: 

• Parameters affecting the optimal route are not enough. Besides 
normal criteria such as start and end points, distance, street restrictions, 
water depths on streets, vehicle types and time should be considered. 

• The relationship between streets and flooded area is not clear. Con-
ventional network analysis can consider inundated streets as inactive 
parts of the network. In reality, the inundation depth levels should be se-
riously considered as criteria for planning the emergency evacuation. 

• Real-time data acquisition and communication are costly. Many al-
gorithms for flood evacuation are based on static data. However, since 
the flood water levels change continuously, it is important to allow real-
time data being processed dynamically within GIS application.  
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13.3 Development of the flood monitoring  
network system  

13.3.1 Real-time data accessibility 

On-line GIS tools can help users to obtain near real-time information 
needed for flood evacuation planning. On-line accessible GIS can provide 
users with user-friendly interface, interactivity, and instant access to the 
data. Furthermore, the general public can access these tools at low cost. 
This direct access to GIS tools and data is a critical factor in flood evacua-
tion planning.  

The Saint John River forecast system implemented after the record high 
flood in 1973 is now operated by the New Brunswick Department of Envi-
ronment’s Hydrology Centre. In the past, although the flood monitoring 
system provided by NB Department of Environment had very good flood 
prediction capabilities on water levels in different hydrometric stations 
(MacLaren Atlantic Limited et al., 1979), the floodplain delineation was 
manual, tedious, and labour-intensive.  

In order to improve the current flood prediction system for the Saint 
John River, a new project has been initiated. Several provincial organisa-
tions in New Brunswick (Emergency Measures Organisation, NB Depart-
ment of Environment, River-Watch and the University of New Brunswick) 
have been actively involved in this new project entitled ‘Decision Support 
for Flood Event Prediction and Monitoring (FEPM)’.  

The main objective of this project is to build up a decision support sys-
tem to improve the prevention, mitigation, response, and recovery from 
flood events.  

The New Brunswick Department of Environment Hydrology Center 
monitors a wide range of information on factors affecting flooding such as 
snow conditions, temperatures, precipitation patterns, water levels and 
stream flow conditions by using a wide variety of telecommunication sys-
tems ranging from satellites to the telephone.  

The New Brunswick Department of Environment Hydrology Center team 
uses hydrologic modelling software (DWOPER1) to predict water levels for 
the next 48 hours along the lower Saint John River Valley by inputting cli-
mate data, weather forecast data, snow data, and flow data from approxi-
mately 60 water level gauges in the New Brunswick portion of the river. 

                                                      
1 DWOPER a one-dimensional routing model developed by the Hydraulic Re-

search Laboratory of the United States National Weather Service (Fread, 1992). 

On-line Street Network Analysis for Flood Evacuation Planning      225 



To support near real-time flood modeling, we developed the procedures 
for transmitting real time water level data from the New Brunswick De-

At the same time, the water level data are accessed by the software 
module for flood plain computations (Mioc et al., 2007). With the advent 
of robust computer tools and high accuracy Digital Terrain Model (DTM), 
automated floodplain delineation is achievable (Noman et al., 2003). Re-
cently, several management systems for floodplain delineation have been 
developed and applied in the flood event areas. These include floodplain 
delineation using watershed Modeling System (WMS) (EMRL, 1998), 
Arc/Info MIKE11 (DHI, 2004), and HEC-GeoRAS (Ackerman, 2005).  
All of the above systems are required to combine the output of the hydro-
logical model with the ArcGIS system.  

In this project we used CARIS GIS software to implement floodplain 
delineation. CARIS (Computer Aided Resource Information System) de-
velops and supports rigorous, technologically advanced geomatics soft-
ware. CARIS GIS is a computer-based system for managing spatial and 
non-spatial data. It includes data capture and input, manipulation, query, 
analysis, and visualization functions. CARIS software supports Triangu-
lated Irregular Networks and implements several algorithms for Digital 
Terrain model, such as interpolating elevations. CARIS can be integrated 
with hydrologic modelling for generating the floodplain maps. 

Now, with the advance of GIS tools and high accuracy Digital Terrain 
Model available with LiDAR data acquisition, floodplain delineation can 
be computed in near real time (Mioc et al., 2007). From the water levels 
we can create a water surface Triangulated Irregular Network (TIN). Then, 
we compare the ground surface elevations with the water surface TIN in 
order to obtain the floodplain depth datasets. Calculating the height differ-
ence between these datasets, we can obtain the floodplain delineation and 
the flood polygons can be calculated automatically. Based on the dynami-
cally updated water depth datasets, new floodplain extent and contour files 
can be generated frequently. When the flood plain has been generated, it is 
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partment of Environment – River Watch to the end users (Fig. 6). The 
water level data from the output of flood modeling by the Hydrology Cen-
tre in the Department of Environment are transmitted via FTP.  The time-
stamp of new data will be checked every 30 minutes for upload in the da-
tabase. Then the water level data are transferred to the FEPM Web Page 
for generating and displaying gauge bar graphs. 

displayed as a flood polygons map accessible on Internet (Fig. 7). 



 

 

 

 
Each time the new water levels are sent from the water gauges, the new 

flood polygons will be generated and accessible from the CARIS Spatial 
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Fusion Enterprise Web Page (Fig. 7).

Fig. 6. Near-Real time hydrological modeling 

Fig. 7. FPEM workflow 



13.3.2 Data acquisition 

The GIS data including buildings, roads, river, and flood data were pre-
pared and imported in the system. These data were obtained from the City 
of Fredericton in an ESRI shape file format. The base map for this applica-

 
 

 

 
The original data sets (streets and basic hydrographic features) were im-

ported in an Oracle database.  

13.3.3 3 Web GIS system for evacuation planning 

The computer based flood monitoring and prediction system (Mioc et al., 
2007) and wireless data transmission capability make available near real-
time data needed for flood evacuation planning. 

To display the flood information on streets and retrieve the evacuation 
routes via the Internet, a Web GIS system was designed. It utilizes a three-
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tier Web GIS architecture: Client Side, Server Side, and Back Side (Fig. 9). 
The browsers contact the Server side through HTTP in a request/response 
model. The Server Side includes a Web server and a spatial server with a 
network analysis application. This application enables users to update 
street network and process spatial analysis such as retrieving the shortest 
path in the network. The Server side is associated with the database 
through Java Database connectivity (JDBC).  

Fig. 8. The base map of Fredericton 

tion is shown in Fig. 8.  
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The system is composed of three components: a Web GIS (CARIS Spa-
tial Fusion Enterprise), a flood monitoring and prediction system (Figs. 10 
and 11), and an evacuation path analysis system.   

Fig. 9. Overview of system components 

Fig. 10. Flood monitoring and prediction system 



13.4 Street network data model 

In this research, a street network data model that contains both connec-
tivity information and geometric information was designed for flood res-
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cue (Fig. 12). We have used the Oracle Spatial ‘network with topology ge-
ometry’ spatial data type (i.e. a geometric network embedded in a full 
topological spatial data model).  

Fig. 11. Predicted flood maps available on-line 

Fig. 12. Street network data model 



The street network is stored in a SDO_NET logical network (nodes and 
links tables). The geometric embedding is stored in the Oracle topology 
geometry data type (i.e. a full topological spatial data model). Nodes 
represent intersections of streets, while links represent streets between 
two nodes. We can differentiate the logical nodes and links (with no 
geometric embedding) stored in the SDO_NET data type, from their 
embedding in a geometric space with full topology stored in the 
SDO_TOPO_GEOMETRY data type.  

The geometric embedding of nodes and links and flood polygons are based 
on the Oracle topology geometry data type (SDO_TOPO_GEOMETRY), 
which is compatible with OGC simple feature access protocol. Considering 
the flooding events, the designed street network has a flood table that in-
cludes flood information on streets such as start point, end point, maximal 
water depth, and time. The flood polygons represented with the contour 
lines of different water depths allowed for rescue vehicles are accessible 
from the dynamically generated flood planes. The relationship between 
links and flood polygons is many to many. 

13.5 Network analysis application 

Based on the past experience with flood evacuation in New Brunswick 
during the flood in 1973, a prototype of network analysis application for 
flood rescue planning was designed in this research.  

In GIS, since the dynamic flood information cannot be integrated auto-
matically, and it is missing in the spatial database, the network analysis 
application only considers relatively simple variables: network connec-
tivity, node and link state, and costs. For this project we developed addi-
tional applications: calculation of flood attributes and calculation of the 
shortest path for evacuation planning under flood constraints. The shortest 
path algorithm (available as one of the ORACLE functionalities2) was ex-
tended to include the constraints for this application and considers the wa-
ter depths on streets and vehicle types available for the rescue operations.   

13.5.1 Intersection of flood area with street network 

For the network analysis application we need to input the datasets of 
flood areas. Using automatic floodplain delineation, the Web GIS appli-
cation for Flood prediction and monitoring hosted by the New Brunswick 

                                                      
2  The evacuation route computation is based on Dijkstra’s shortest path algorithm. 
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Department of Environment can provide the water depth contours for 
flooded areas. When we populate these contours lines together with the 
geometric embedding of the street network, we can run an intersection 
query that will return all the streets that are in a flooded area. For example, 
the intersections between flood plain and street network will return all 
streets that are inundated and the depth dataset of the streets in the flooded 
area is generated. The maximal water depth is the maximal value of the 
Flood contour lines that intersects with street network.  

13.5.2 Evacuation routes   

Once we have implemented the intersection of flood area with the street 
network we can calculate the evacuation route considering inundations of 
the streets and different vehicle types.  

 

 

 
For this application we assume that the flood level is not changing dra-

matically and that flooding does not damage the road foundation.  
In our application, each link in the street network has an attribute, which 

is used to define the class of each water depth.  

there is no inundation on these streets. Any vehicle can pass through these 
streets. The level 2 shows the water depth up to 0.2 meters. Only all terrain 
vehicles can pass these areas. The level 3 is between 0.2 and 0.5 meters of 
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The attribute – level ranges from 1 to 5 (Table 1). The level 1 means 

Fig. 13. Fire truck used for emergency operations 



 
Table 1: Maximal water depth on streets 

Level Water depth (m) 
1 0 
2 (0, 0.2) 
3 (0.2, 0.5) 
4 (0.5, 1.0) 
5 more than 1 

 
Table 2: Traffic class and size 

Size Traffic class 
1 Car 
2 All-terrain vehicle 
3 Fire truck 
4 Amphibious craft or boat 
5 Amphibious craft or boat in dangerous 

areas 
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water depth and only the Fire trucks can pass these areas in extreme emer-
gency (Figs. 13 and 14). The level 4 is more than 0.5 meters up to 1 meter 
of water depth. Only amphibious crafts can drive through these areas 
(Fig. 3). The level 5 is more than 1 meter. Only amphibious crafts can 
drive through these areas and the rescue is considered dangerous. 

Fig. 14. Cars on the flooded road (From http://www.gnb.ca/public/riverwatch/ 
Flood-1973/index.htm) 



After defining the basic network data model and the network con-
straints, we can design the network analysis application. In our application, 
we need to provide different water depth allowance for the vehicles as the 
inputs and the street network will be re-computed for this type of vehicle.  

 

 
  

 

 

13.6 Implementation of the prototype application 

• The users construct a Web service request to obtain a map, and send re-
quest to MapViewer servlet through HTTP. 

• The MapViewer servlet reads the related map definitions, fetches re-
sponding network which have been created in spatial database, proc-
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Fig. 15. Schematic diagram of procedures in the application 

As shown in Figs. 9, 10 and 11, the Client side displays the flood situa-
tion map and helps users to compute evacuation routes by inputting vehicle 
type, time, and start and destination points. The user interface has a toolbar 
that is used for graphical display control, such as Zoom in, Zoom out, and 
Pan. In the Server side, the Web server parses the request to the spatial 
server. The spatial server accesses the flood and topology data from the da-
tabase, processes spatial analysis such as intersection between street net-
work and flood contour map, updates the street network with the current 
flood data, computes the shortest path in the constrained street network, 
generates a map, and then sends back to the Web server. Through the re-
sponse of the Web server, flood maps with the evacuation routes will be 
shown in the client side. Street network, flood information, and other spa-
tial information are all stored in the database (shown in Fig. 12). 

As shown in Fig. 15, the flow of application operation is as follows: 



esses spatial analyses such as getting the optimal path, and generates a 
map, construct an response. 

• The users get the response and display it in the browser. 
To create a user-friendly application interface, a number of JSP and 

HTML programs were developed. The HTML page allows users to select 
parameters such as traffic classes, time, and locations, click action buttons 
for zooming and panning, and view image map of the shortest path and 
flooded area. 

 
Fig. 16
 

The whole program performs the following actions:  
• Load the static and dynamic parameters. The static parameters include 

data source, the coordinates of the centroid, while dynamic parameters 
consist of network theme, map, and node label style, traffic size. 

• Process the user actions, such as zoom in, zoom out, and submit. 
• Construct a map request according to these parameters and the user ac-

tions. 
• Send the request to the MapViewer servlet through an HTTP request. 
• Parse the request, read the spatial data including network stored in Ora-

cle database, update network, retrieve the shortest path, create the image 
map, and extract the image URL. 

• Return the image URL to the HTML form. 
• Create the user interface including map image, a user form, and several 

user action buttons.  

. System architecture 
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Fig. 17.  

13.7 Results and Analysis 

The results of this research provide the on-line accessible GIS tools for 
planning of evacuation routes and road closures. Using the flood monitor-
ing network system, users can obtain the evacuation path information 
based on the water depth on streets and the type of rescue vehicles. More-
over, water depths on roads can be obtained and visualized in near real-
time time.  

 The application interface
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As shown in Fig. 17, each map is associated with a set of themes, while 
each theme denotes spatial data from a specific table, and is associated 
with a rendering style. The application interface (shown in Fig. 17) allows 
that the flood information and network data can be viewed via on-line 
maps. 

As shown in Figs. 18 and 19, this application depicts water depths at 
different times during flood events. At the beginning of flooding, only a 
few streets are flooded (Fig. 18). At the peak of flooding, water depths on 
several streets have increased and the flood extent has expanded 
(Fig. 19). Thus, using the 24 and 48 hours flood prediction maps, users 
could obtain flood information on street networks in advance and have 
enough time to plan for evacuation. 



 

 
 

Fig. 18.
 

 
 

Fig. 19.
 

 Roads and water depth contours at the beginning of flooding 

 Roads and water depth contours at the peak of flooding 
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A comparison of the evacuation routes for different types of emergency 
viechles was conducted to evaluate the application for flood evacuation 
planning.  

 

 
Fig. 20.

 
Figure 20 shows the water depths on the roads calculated by intersecting 

flood maps and the street network. The streets that are inundated are la-
beled (shown in a distinct colour) according to the water depth predicted 
by the flood modeling application.   

  

Fig. 21.

 Water depth on roads during peak of the flood in 2005. 

 The evacuation route for Fire Truck 
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Fig. 22.

 
Figure 21 depicts another shortest path during the same flood event in 

2005, but for another type of vehicle. Although some of the roads on its 
path are flooded, the water depth does not exceed level 3 (less than 50 cen-
timeters) that is the water depth allowance for Fire Truck 

Another calculation of evacuation routes was carried out to demonstrate 

13.8 Conclusions 

During flood events, the accessibility of the transportation networks could 
be affected by the raising water levels that can also cause damage to roads 
and bridges. The usual travel routes may not be safe due to the inundations 
of the roads. Emergency managers need to have near real-time information 
about the damages and inundations affecting the transportation infrastruc-
ture to effectively plan flood evacuation. 

In this research, a flood monitoring network system has been developed 
as a GIS tool that can assist with emergency measures such as evacuation 
planning and road closures during flood events. It integrates a Web Server, 
a network analysis application, and a spatial database. The network analy-
sis application takes the water depths on roads and emergency vehicle 

 The shortest path for amphibious craft  
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the use of amphibious craft in the flood rescue operations. The map on 
Fig. 22 shows that the amphibious craft can pass even through the most in-
undated areas.  



sizes into account to compute the shortest path for flood rescue. The Web 
GIS prototype implementation with Fredericton’s street network, shows 
that the system can offer evacuation routes planning with different traffic 
vehicle sizes during flood events.  

13.9 Limitations of this research 

The uncertainty of the hydrological modeling and the accuracy of the ele-
vation data acquired for DTM have to be considered as limitations in this 
research. The hydrological modeling for Saint John River can be accurate 
up to 20 centimeters and the accuracy of the digital terrain models is an 
additional constraint in this research.  

In our future work, we plan to improve the hydrological modeling with 
the installation of additional water level sensors, and the accuracy of the 
Digital Terrain Model should be carefully checked in the areas susceptible 
to inundations and improved by GPS control points in the areas of interest. 
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14. Multi-user tangible interfaces for effective 
decision-making in disaster management 

Harmen Hofstra, Henk Scholten, Sisi Zlatanova and Alessandra Scotta 

Abstract 

In order to handle disasters, save human lives, and reduce damages, it is 
essential to have quick response times, good collaboration and coordina-
tion among the parties involved, as well as advanced techniques, resources, 
and infrastructure. The current response to disaster is inefficient and some-
times poorly organized. Various studies, research, and analyses have 
helped clarify needs, understand failures, and improve technology and or-
ganizational procedures. One of the major bottlenecks mentioned in many 
reports is communication between different parties involved in managing a 
disaster. The lack of a good overview of the locations of teams, personnel, 
and facilities or insufficient information about the tasks needing to be 
completed may lead to misunderstanding and errors. Many command and 
control systems have been developed to aid the decision-making process, 
but these systems generally require well-trained personnel. This chapter 
discusses a series of usability investigations completed on a new type of 
hardware called a ‘tangible table’ for sharing information and decision-
making during emergency responses. The tangible table offers a simple 
user interface that can be manipulated with human fingers. The interface is 
intuitive and easy to understand and use. This chapter presents the tech-
nology and discusses the interface and the usability tests that have been 
carried out with different groups of users. The results of these tests show 
convincingly that the system is highly appropriate for a broad group of 
non-technical users. 

14.1 Introduction 

The threat of natural and man-made disasters like earthquakes, plane 
crashes, or terrorist attacks is ever-present in our society. Past investigations 
have clearly shown that the number of natural disasters, as well as the 
victims and economic losses they cause, is rising (http://www.orchestra.org). 
This requires improvements in disaster preparedness, disaster mitigation, 



• Insufficient collaboration between the parties involved; 
• Limited real-time information about the disaster site; and 
• Insufficient standardization of data, protocols and services for sharing 

information 

Currently, there is no system of hardware and software that can provide 
the most appropriate data to the people who need it. Technical support of 
the decision-making process is especially critical. As will be discussed 
later, the decision-making process may involve a broad range of users with 
limited technical experience, but most systems require experts to manipu-
late them.  

Various possibilities can be investigated to enhance and improve the 
collaboration and decision-making process. In this chapter, we present and 
evaluate a new type of hardware called the Multi-User Tangible Tabletop 
Interface  (MUTI). MUTI involves much more than touch-sensitive 
screens or whiteboards shaped like tables. For example, touch screens rec-
ognize only single touches and therefore multiple users cannot interact 
with the system at the same time.  

The DTT has already been tested in numerous studies examining digital 
table systems. The DTT is a front-projecting table. This means that the im-
age is displayed with a projector hanging above the table (Fig. 1). The 
touch signal is recognized with an array of antennas embedded in the touch 
surface. Each antenna transmits a unique signal, which is received by only 
one user receiver. Each receiver is connected to the user capacitively, 
through the user's chair. When a user touches the surface, antennas near 
the touch point transmit a signal through the user's body into the receiver. 
This technology allows for multiple touches by a single user and distin-
guishes between simultaneous inputs from multiple users.  

and organization of disaster responses. The emergency response process 
remains inefficient and sometimes weakly organized (Kevany 2005, Kevany 
2008, Winter et al. 2005, Zlatanova et al. 2005, Zlatanova et al. 2007). Over 
the past few years, many studies, investigations, and analyses have been 
performed to identify problem areas and suggest solutions. For example, 
studies in the Netherlands have revealed that the major technology 
challenges in a response involve collaboration and sharing of information 
(van Borkulo et al. 2005, Grothe et al. 2008): 

Several different MUTI systems are currently available on the mar-
ket.  Two of them seem to be most promising for emergency response 
purposes, as Section 3 will discuss in more detail: the Diamond Touch 
Table (DTT), developed by Mitsubishi Electric Research Laboratories 
(http://www.merl.com/projects/DiamondTouch/); and the Surface, devel-
oped by Microsoft (http://www.microsoft.com/surface/index.html). 
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Fig. 1. General set-up of a top-table multi-user tangible interface 

 

This next section of chapter concentrates on the functionality that MUTI 
offers and evaluates it against the tasks needed for an emergency disaster 
management centre. Tests to examine the ability of DTT to aid the deci-
sion-making process in an emergency command and control centre in the 
Netherlands are discussed in detail.  

14.2 Task technology fit for collaborative work  

Analysis of collaborative activities shows that people collaborating over a 
tabletop use specific activities to communicate and structure their activities 
(Tang 1991). An analysis of these collaborative activities provides guide-
lines for developing tabletop technology. These guidelines may be (Scott 
et al. 2003):  

Microsoft recently introduced the Surface. The Surface is based on the 
principle of frustrated total internal reflection (http://www.billbuxton.co,/ 
multitouchoverview.html). Infrared LEDs are placed along the edges of a 
transparent acrylic surface. The infrared light is beamed inside the acrylic 
and reflects internally. As soon as a finger touches the surface, the internal 
reflection of the infrared (IR) light is interrupted. Using an IR-sensitive 
camera, the light bulbs are translated into positions on the screen. In con-
trast to the DTT, this system does not ‘remember’ what is drawn by whom. 

Multi-user tangible interfaces    245 



• natural interpersonal interaction,  
• transition between activities, or  
• transition between personal and group work.  

It is also important to know for which collaborating tasks and users the 
tabletop configuration is best suited. This is called the task-technology fit 
of a system. Task-technology fit theories are contingency theories that ar-
gue that the use of a technology may result in different outcomes depend-
ing upon its configuration and the task for which it is used (Dennis et al. 
2001). Research on the subject of task-technology fit for co-located group 
systems is limited. Nevertheless, several theories do exist for distributed 
systems. In this chapter, the definitions of Zigurs and Buckland (1998) will 
be discussed with respect to the MUTI. In general, the task-technology fit 
consists of three steps: classifying collaborative tasks, classifying MUTI 
technologies, and fitting the MUTI technology to the defined tasks. 

14.2.1 Task classification 

Tasks can be classified in different ways. Campbell (1988) proposed a 
framework based on the importance of task complexity. Any objective task 
characteristic that implies an increase in information load, information di-
versity, or rate of information change can be considered to contribute to 
this complexity. Campbell defines four basic characteristics that meet 
these requirements. With the presence of each of these characteristics, the 
level of complexity increases: 

• The presence of multiple potential paths to arrive at a desired end state 
increases the information load and thus the complexity. This is true only 
when one or few of all possible paths lead to the attained goal.  

• Multiple Outcomes: When the number of desired outcomes increases, 
the complexity increases. Each possible outcome requires attention. For 
each possible outcome, a different so-called ‘information processing 
stream’ is required. Thus, complexity increases with the number of pos-
sible outcomes.  

• Conflicting interdependence among paths occurs when achieving one 
desired outcome conflicts with achieving another desired outcome. This 
increases complexity. Campbell (1988) illustrates this type of task with 
the choice between quality and quantity.  

• Uncertain or Probabilistic Linkages: Information processing (and thus 
complexity) increases when it is uncertain whether the chosen solution 
will lead to the desired and expected outcome.  
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These characteristics can be used to classify the different tasks into five 
groups: simple, problem, decision, judgment, and fuzzy tasks. Simple tasks 
contain none of the complexity characteristics identified above. Simple 
tasks have a sole desired outcome, a sole solution scheme, and no conflict-
ing interdependence or outcome uncertainty. Problem tasks involve a mul-
tiplicity of paths leading to a well-specified, desired outcome. These tasks 
are labelled problem tasks because they involve finding the best way to 
achieve the outcome. Decision tasks emphasize choosing or discovering an 
outcome that optimally achieves multiple desired end-states. Judgment 
tasks rely on information sources. The judgment task involves (1) deter-
mining which pieces of information are important, (2) weighing these 
pieces against one another appropriately, and (3) combining the weighted 
information to arrive at an overall judgment. Fuzzy tasks have both multi-
ple desired end-states and multiple ways of attaining each of the desired 
outcomes.  

14.2.2 Technology classification  

Zigurs and Buckland (1998) define Group Support Systems technology as 
‘a set of communication, structuring, and information processing tools that 
are designed to work together to support the accomplishment of group 
tasks.’ Most classification schemes for group support systems describe the 
technology in terms of dimensions, i.e. communication support, process 
structuring support, and information processing support. Communication 
support is any aspect of the technology that supports, enhances, or defines 
the capability of group members to communicate with each other. Process 
structuring is any aspect of the technology that supports, enhances, or de-
fines the process by which groups interact. Information processing is the 
capability to gather, share, aggregate, structure, or evaluate information, 
including specialized templates such as stakeholder analysis of multi-
attribute utility analysis. 

Technologies can be classified based on how much they support each of 
these three dimensions. Nevertheless, this framework does not provide a 
clear method for defining what tools are necessary to support the three di-
mensions. Recent research on group task usability represents group tasks 
as low-level actions that a group must carry out in order to accomplish a 
task in a collaborative fashion (Gutwin and Greenberg 2002). These low-
level actions are called the mechanics of collaboration and cover two gen-
eral types of activities: communication and coordination. The mechanics 
of collaboration are the small-scale actions and inter-actions that group 
members must carry out in order to accomplish a task collaboratively.  
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These two categories have been added to the framework presented by 
Zigurs and Buckland (1998). Since the mechanics of collaboration are in-
dependent of the technology and tasks, the framework will be suitable for 
distributed group support systems as well as for co-located technologies 
like MUTI technology. The third dimension, information processing, does 
not apply to the low-level actions in the framework of Gutwin and Green-
berg (2000); rather, it depends specifically on the domain in which the sys-
tem will be used. Tasks that rely on information processing must be sup-
ported with software. Examples of information processing in the domain of 
disaster management include calculating the time to arrive at a certain 
place, showing information for inhabitants in an affected area, and show-
ing the locations of field actors. 

14.2.3 Mechanics of collaboration 

The mechanics of collaboration can be further described by differentiating 
between explicit communication and consequential communication (Baker 
et al. 2001). Explicit (intentional) communication is that which is planned, 
such as ‘conversation’ and ‘gestures,’ or ‘written communication,’ ‘deictic 
references,’ and ‘manifesting actions’ (Pinelle et al. 2003). Verbal com-
munication (conversation) serves the communication process in two ways. 
First, people explicitly talk to each other to tell them what they are doing. 
Second, people can pick up commentary that is intentionally produced 
alongside their actions, called verbal shadowing (Gutwin and Greenberg 
2002). Gestures are frequently used in communication and are important in 
communicating messages to others. Examples include pointing at specific 
objects or using hand gestures to clarify a message. Written communica-
tion can be used to communicate with someone who is not present at that 
moment or to annotate or provide details about items (Pinelle et al. 2003). 
Deictic references are combinations of speech (verbal communication) and 
gesture communication. In contrast, manifesting actions replace verbal 
communication entirely: picking up the phone indicates that someone is 
going to make a call.  

The consequential communication is information that comes from a per-
son who does not intentionally act to inform the other person. The infor-
mation source is the other person's bodily actions in the workspace. Most 
things that people do in a workspace are done through some kind of bodily 
action, for instance changing body position, moving the heads or arms, or 
looking in a certain direction (Zigurs and Buckland 1998}. Watching other 
people work is an important source of information in communication. This 
differs from intentional gestures in that in consequential conversation the 
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producer of the information does not intentionally act to inform the other 
person. Another form of consequential communication involves gathering 
information on who is collaborating, which can be done by observing who 
is in the workspace, what they are doing, and where they are working. A 
third form of consequential communication is the use of artefacts and 
feedback. Tools have particular sounds, like the snip of scissors or the 
scratch of a pencil, but the feedback of an artefact provided by an interface 
can also provide valuable information to users and people in the area. For 
instance, a sound is used to indicate ‘affirmative’ when a command is 
given in WarCraft-III (Gutwin Greenberg 2002). 

Process structuring is defined as any aspect of the technology that sup-
ports, enhances, or defines the process by which groups interact (Zigurs 
and Buckland 1998). Process structuring activities involve planning work 
and coordinating activities. The mechanics derived from planning work 
generally have three parts: obtaining a resource, reserving a resource for 
future use, and protecting work. Transferring objects and resources are 
considered coordinating activities (Pinelle et al. 2003). This activity can 
involve two type of mechanical action: handoff of objects and deposits. 

Obtaining a resource is important in collaboration because objects or ar-
eas in the workspace are often only available for one person at a time. An 
example of reserving objects for future use is reserving areas of the work-
space for later use. Protecting work in this way can prevent others from 
destroying or altering work done by an actor. Physically or verbally giving 
or taking objects (handoff objects) and placing objects for notification (de-
posit) are critical for moving objects and tools between people (transfer).  

14.3 Multi-user tangible interface 

This section focuses on MUTI technology and defines the level of support 
for each of the three dimensions as defined in the previous section. First, 
the defined mechanics will be broken down into typical activities. MUTI 
technology will then be analyzed to determine the level of support for the 
identified activities. 

14.3.1 Activities 

Two categories of activities within the dimension of communication sup-
port have been identified: explicit communication and consequential 
communication. A set of typical actions needed to support these activities 
has been derived. For intentional communication, the activities are explicit 
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talk, written messages, intended gestures (subdivided into indicating, 
drawing, demonstrating), and deictic references (pointing and conversing). 
For consequential communication, the activities are overhearing others’ 
conversations, observation (of who is around, what people are doing, 
where people are working), use of artefacts, and feed through (subdivided 
into notification of changes to objects/items), observation (of body posi-
tion and location, and direction of gaze), and feed through (notify changes 
to objects). The level of support for these actions depends on the physical 
configuration of the system and requires information about other users 
around the table and the workspace. Therefore, the process of information 
gathering, or consequential communication, also needs to be supported.  

In general, the dimension of process structuring consists of five types of 
activities. These activities involve a set of typical actions: reserving areas 
of the workspace, protecting work from alterations, observation (of who is 
around, what they are doing, where they are working), preventing conflicts 
between different people’s work, and reserving objects for future use. 

Many of the identified activities based on the mechanics of collabora-
tion depend on awareness. In the field of Computer Supported Cooperative 
Work, researchers have proposed four types of awareness that apply more 
specifically to groups working face to face (Gutwin et al. 1996). Informal 
awareness is knowledge about who is around and what he or she is doing. 
Social awareness is keeping track of communicational information about 
others, such as whether someone is paying attention or their level of inter-
est. Group structural awareness is information about people’s roles, re-
sponsibilities, or status. The fourth type of awareness is workspace aware-
ness and is defined as perspective of one worker observing/interacting with 
others. 

No typical collaborative activities apply to the dimension of information 
processing. This dimension relies on the software architecture and soft-
ware features of the system. The level of support for each of the dimen-
sions depends on the physical configuration, the technical configuration, 
and the system capabilities.  

14.3.2 The technology  
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The physical configuration of a MUTI is based on a tabletop (Fig. 2). This 
means that people are positioned face to face around a shared display. The 
main difference from distributed group systems is that people not only 
share a virtual workspace but they also share the same physical location 
and are thus able to see each other.  

 



 
Fig. 2. Diamond Tangible Table, tested at Geodan, the Netherlands 

 
The face-to-face configuration of MUTI technology naturally supports 

informal awareness, social awareness, and group structural awareness. As 
mentioned above, many of the actions described depend on these types of 
awareness. Some of the actions, however, rely more on workspace aware-
ness or require additional (software) support. 

Another important aspect of the technology is the size of the table. Al-
though the size of the table is known to influence the way people collabo-
rate, research on this question is limited. Ryall et al. (2004) were unable to 
identify significant effects of changing table size on the speed of task 
completion. However the authors did observe a link between the size of the 
table and social interaction, physical reach, and visibility of the workspace. 
People must be close enough to communicate but must have their own pri-
vate space. Hall (1966) reports that people generally feel comfortable 
working at an arm’s length since this preserves their personal space. 
Workspace awareness, however, requires people to be close enough to the 
workspace so that the actions inside the workspace are visible to all users. 
The mechanics of assistance require that all users be able to reach the 
whole workspace. Thus, the size of the table should allow all users to reach 
the whole workspace and see all actions of other users. This increases 
workspace awareness but may cause people to work within the private 
space of other actors. Therefore, Scott et al. (2003) state that in order to 
support different kinds of tabletop activities, the technology must be flexible 
enough to allow users to interact from a variety of positions around the table. 
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One important issue in communication and carrying out collaborative 
tasks is the choice of input device. Two types of input device are indirect 
input devices such as a mouse, and direct input devices such as touch and 
speech. A study on direct and indirect input devices and their effects on 
collaboration showed that direct input on tabletop displays supports natural 
gesturing and allows users to easily notice their partner's actions. In addi-
tion, direct tabletop input can allow rich interpersonal interactions, ena-
bling users to both convey and understand one another’s intentions seam-
lessly (Whalen et al. 2004). Although a user may be more familiar with 
indirect input devices, direct input devices such as touch support the me-
chanics of collaboration and make it easier to take full advantage of the 
technology. Keeping track of many mice is nearly impossible. This leaves 
users physically pointing at their virtual pointers to tell other users where 
they are. In addition, using separate physical devices keeps users from en-
gaging in the natural human tendencies to reach, touch, and grasp. 

 

 
Fig. 3. Orientation of objects towards the users   

 
Another critical feature of MUTI is feedback or process feed through. 

Tools should have particular sounds, such as the snip of scissors or the 
scratch of a pencil, but the feedback of an artefact provided by the tabletop 
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system should also provide valuable information to users and people in the 
surrounding area.  

People located around a shared table workspace do not all see things 
with the same orientation (Tang 1991). Kruger et al. (2003) identified 
three key roles of orientation that affect collaboration and therefore affect 
the design of tabletop interfaces: comprehension, coordination, and com-
munication. Comprehension is the orientation of an object in order to in-
terpret something such as text or symbols. This form of orientation is used 
to position an item in such a way that it is easy to read, or to provide the 
best angle for completing a given task (Fig. 3).  

Another feature of the MUTI is that the surface should be debris toler-
ant. This means that the table will not react when people put things on it or 
even spill liquids on it, as on a normal table. 

14.3.3 Level of support  

In this section, we analyze activities and the underlying actions that can be 
supported by the MUTI technology. A distinction will be drawn between 
tasks supported by the physical configuration of the technology and tasks 
that can be supported by software development. The level of support is de-
termined as low, medium, and high. The first group of activities is related 
to the dimension of communication. Table 1 illustrates the identified level 
of support and the functionality offered by the software. 

 
Table 1: Level of support for different communication processes 
 Hardware  support  Software support 
Explicit talking High No 
Overhearing others High No 
Writing messages Low/medium Yes 
Indicating  High Yes 
Feedback giving High Yes 
Deictic referencing High Yes 

  
Explicit talk and verbal shadowing require that users be able to convey a 

message to a listener. Conversational speech also requires some indication 
that the message has been received and understood (Pinelle et al. 2003). 
Explicit talk and verbal shadowing rely on social and informal awareness. 
The face-to-face configuration of MUTI technology naturally supports 
these forms of awareness. Written messages on a shared tabletop interface 
must be oriented properly for users to be able to read them. The fact that 
the table allows objects to be placed on the table without interfering with 
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the activities does make it possible to write messages on sheets of paper. 
Indicating/pointing, demonstrating, and drawing are gesture activities and 
require that people be able to see one another’s gestures. The face-to-face 
configuration of the Diamond Touch (Fig. 3) naturally supports this activ-
ity. The level of support with Diamond Touch for this activity is therefore 
high.  

The activity of noticing who is around, what people are doing and where 
people are working constitutes information awareness, which arises natu-
rally from the face-to-face configuration of the MUTI technology. This in-
formation-gathering activity is also supported through the use of touch as a 
direct input device. People orient work materials toward themselves, in-
dicating to others that they are working with those particular materials 
(Fig. 4). 

 
Fig. 4. Two people working on different objects (courtesy of Wu et al. 2006) 

 
Deictic activity is the act of verbal communication and the use of arte-

facts to support this communication visually. The artefacts act as conversa-
tional props. This is supported by the face-to-face configuration and the 
physically shared single workspace. 

In contrast to activities in the communication dimension, the level of 
support for is not high for all activities in the dimension of process struc-
turing. The fact that people collaborate over a single display makes it more 
difficult to prevent conflicts with other users working on the single dis-
play. Table 2 illustrates these findings:  
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Table 2: Level of support for different activities in the dimension of process 
structuring 

 Hardware support  Software support 
Reserving areas Medium Yes 
Protection Medium Yes 
Observation High Yes 
Conflict prevention Medium Yes 
 
Space can be reserved explicitly, for instance by informing other users 

through speech or through implicit communication. Although the MUTI 
technology does support this action, reserving space does require signifi-
cantly more attention compared to traditional desktop applications. There-
fore, the level of support for this action is defined as medium.   

Protecting objects from alteration by other users requires the MUTI 
technology to identify the different users of the system. The DTT identifies 
which user is touching where. As mentioned above, this is accomplished 
by signals transmitted to antennas coupled to specific users. Another form 
of protection is through ownership of objects, by orienting and placing ob-
jects in a way that it is clear to other users who ‘owns’ the object (Fig. 4). 
However, the fact that users are working on the same interface hampers 
this, so the level of support for this mechanic is defined as medium. 

The activity of observing receives a high level of support, because of the 
format of face-to-face work. At the same time, working on a single display 
makes it difficult to prevent conflicts with other work. However, reserving 
areas of the workspace and protecting them from alteration can prevent 
these conflicts. Therefore the level of support for this action is defined as 
medium. 

We have used the framework of Zigurs and Buckland (1988) to deter-
mine the level of support for specific tasks according to the level of sup-
port for each of the three dimensions discussed above (Table 3). The over-
all conclusion is that MUTI technology provides added value for tasks 
involving highly complex tasks, especially fuzzy tasks.  

 
Table 3: Level of support for each dimension as defined by task type 
Task Type Communication Process structur-

ing 
Information 
processing 

Simple  High Low  Low 
Problem  Low Low  High 
Decision  Low High  High 
Judgment  High Low  High 
Fuzzy High Medium  High 
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14.4 Applicability to disaster management tasks 

Response to a disaster consists of many different actors who carry out 
many different activities in many different settings. Not all settings can 
benefit from MUTI technology. For instance, firemen extinguishing a fire 
on the field will definitely not benefit from the technology. The level 
where the technology is most likely to add value is the tactical level 
(Borkulo et al. 2005, Diehl and Heide 2005, Hofstra 2006), where coordi-
nating and implementing the decision-making process, as well as harmo-
nizing and coordinating between actors takes place.  

In the Netherlands, the Regional Operational Team (ROT) is the unit 
that operates at the tactical level. Each emergency response sector involved 
in a particular emergency response has one representative in the ROT: 
there is representative each from the fire brigade, the medical service, and 
the police. The Operational Leader (OL) is in charge of the ROT. Within 
the ROT, strategic and tactical decisions are translated into operational as-
signments for the sectors involved in the disaster response.  

Investigating the applicability of the MUTI for disaster management re-
quires classifying the types of task to be performed within the ROT. The 
main task on a tactical level is planning the crisis response process. Gerva-
sio and Iba (1997) define three main themes in times of crisis: threat, ur-
gency, and uncertainty. These three themes will be further examined to de-
fine the characteristics of tasks involved in disaster management planning. 

In the response to a disaster, threat is ever-present. When a disaster oc-
curs, there is a threat of losing things of great value, namely people or as-
sets. Not having a clear goal makes the tasks far more complex. For in-
stance, the disaster manager should be able to make a choice between 
immediate evacuation or fighting the source of the disaster in order to en-
sure the safety of people and assets. Another example of high complexity 
is when multiple possible actions lead to conflicting outcomes. For exam-
ple, evacuating people conflicts with protecting people at the site of the in-
cident. Urgency refers to the limited time available to make decisions. This 
limited time makes it difficult and sometimes impossible to consider all 
possible options. Moreover, in the first few hours after disaster strikes, in-
formation is very limited. This leads to uncertainty about what is happen-
ing and therefore to uncertainty about outcomes of actions.  

Consequently, the conclusion is that these tasks can be considered 
highly complex and therefore ‘fuzzy tasks.’ Several studies classify and 
discuss further tasks and processes in emergency response in the Nether-
lands (Borkulo et al. 2005, Snoeren et al. 2007, Diehl et al. 2006). This 
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chapter will focus on an empirical study looking only at the use of DTT to 
support the work of the ROT.   

14.5 Empirical study 

An empirical study would ideally be carried out with professionals work-
ing in the disaster management field, but this is usually very difficult.  
Therefore other approaches are necessary to field-test MUTI and related 
technologies.   

The actions that need to be carried out in response to a disaster  depend 
strongly on the type and impact of the disaster. In the Netherlands, 25 dif-
ferent processes are strictly defined, each as part of a cluster. These clus-
ters are classified according to the sector that is responsible for the process 
(e.g., fire brigade, police, medical service, and police). From all the proc-
esses, Observations and Measurements was selected to test MUTI applica-
bility. This process is the responsibility of the fire brigade and comprises 
all the activities for performing measurements in an area affected by a re-
lease of dangerous substances. This process was chosen because it not only 
contains activities on the tactical level of crisis response but it also in-
cludes planning activities. The first step in understanding this process is to 
break down the crisis response process into the activities of the different 
actors. Notation of the activities has been carried out using the unified 
modelling language (UML) by applying use-case and activity diagrams. 
These diagrams provide a clear view of the users involved and the tasks 
they must perform. The UML diagrams are explained in detail in Hofstra 
(2006).   

To evaluate the user acceptance of MUTI, a Technology Acceptance 
model (TAM) was applied (Davis 1989). TAM was built based on the the-
ory of reasoned action (TRA). The TRA is based on the hypothesis that if a 
person intends to behave in a certain way, it is likely that the person will 
act as intended. According to the TRA, a person's intention is determined 
by two things: first, the attitude towards the behaviour, and second, the 
subjective norm. This subjective norm is the way a person thinks other 
people would view him or her if he or she performed a certain behaviour. 
The TRA is an intentional model that has proven successful in predicting 
and explaining behaviour across a wide variety of situations.  

Venkatesh et al. (2000) reported that TAM gives the best results for test-
ing user acceptance of (new) technologies. The TAM model focuses on 
fully functional systems implemented and tested in existing organizations 
involving real (potential) users of the system. In our case, we investigated 
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MUTI technology prior to developing a fully functional system, so the re-
sults presented here evaluate only some features of the MUTI technology 

 

 
Fig. 5. Technology acceptance model (Davis 1989) 

 

 

 
Fig. 6. Simplified model used in this study 

 
For simplicity, our study uses a simplified TAM without the component 

of “attitude toward behaviour” (Fig. 6). This simplification has already been 
shown to give good results in other studies, e.g. Venkatesh et al. (2000). 
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Figure 5 shows a schematic view of TAM. The arrows represent the re-
lationships among the major components of the model. The attitude to-
wards using the system determines the behavioural intention to use and 
behavioural intention to use determines actual system use. These relation-
ships are based on the TRA, according to which a person's intentions are 
defined by his attitude towards the behaviour and the behaviour is based 
on a person’s intentions to behave in a certain way. If a person positively 
values an outcome, this feeling can often increase one’s commitment to 
behave in a way that achieves that outcome. Ease of use is also hypothe-
sized to have a significant effect on attitude towards use. The easier a sys-
tem is to interact with, the greater the user's sense of efficacy and personal 
control. 



14.5.1 Test set-up 

We applied this simplified theory in our study by preparing a questionnaire 
and a scenario.  

The most common way to collect data for TAM studies is by adminis-
tering questionnaires. Therefore the questions must be designed in such a 
way that they translate into relationships. On the basis of previous studies, 
a scale for usefulness and perceived ease of use were developed. The par-
ticipants responded to questions about themselves on a paper questionnaire 
(self-administration). This type of survey was chosen mainly because of its 
rapid administration but also because it ensured anonymity and privacy for 
the participants and thereby increased the likelihood of getting honest re-
sponses. Perceived Usefulness (PU) and Perceived Ease Of Use (PEOU) 
were measured using the seven-point Likert scale from (1) ‘strongly dis-
agree’ to (7) ‘strongly agree.’ Two questions in the survey referred to the 
‘intention to use’ constructs. These questions allowed testing of the effect 
of the PU and EOU constructs on the actual intention to use. This provided 
an indication of how well the theory of reasoned action, and therefore 
TAM, applied to this study. Responses to these two questions were also 
measured on a seven-point Likert scale.  

As mentioned above, one of the Dutch emergency response processes 
was used for the scenario, as the emphasis was on geo-information and 
GIS tools. The software used for the experiment was designed and devel-
oped by Geodan (www.geodan.nl) in cooperation with major parties in-
volved in a project on disaster management in the Netherlands 
(www.gdi4dm.nl). The two basic features tested were zooming and pan-
ning of a map.  

The users participating in the experiment were employees of Geodan 
and emergency responders. Geodan is a company that develops geographi-
cal information systems for a variety of purposes. Most of the participants 
in the experiment could be considered professionals in the field of GIS. 
The test session took place in an artificial, controlled environment at Geo-
dan. After a short explanation of the functionalities (zooming and pan-
ning), the participants were asked to carry out a prepared assignment on a 
map of Amsterdam. After the assignment was completed, the participants 
filled out the questionnaire.  

14.5.2 Results 

Thirty-five people participated in the test. The 35 respondents consisted of 
29 males and 6 females. Most were between 25 and 40 years old; four re-
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spondents were older and one was younger. The level of education of the 
respondents was High Technical or University, except for one. One subject 
reported a 5 on the 6-point scale regarding previous experience with the 
Diamond Touch Table or similar technologies; this subject did not meet 
the inclusion criteria of the user group and was therefore removed from the 
study. Thus, the total number of participants was 34. 

The variables of education and job description were rescaled to create 

ferent groups according to their background: non-technical background, 
non-geography background, performing non-technical tasks, and perform-
ing non-geography tasks.  

 

 
 

 
The results of the test were evaluated with respect to reliability and in-

ner construct correlation.  
Reliability is defined as ‘the correlation between answers to questions 

that measure the same construct.’ Cronbach's Alpha is a common measure 
of reliability of a psychometric instrument (Fig. 8) and is therefore useful 
in TAM studies.  

 

 
Fig. 8. Cronbach's Alpha: N is the number of components and r is the aver-
age of all (Pearson) correlation coefficients between pairs of components. 
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comparable groups (Fig. 7). The participants were subdivided into four dif-

Fig. 7. External variables. 



Cronbach's Alpha increases when the correlations between the items in-
crease. Table 4 shows the alpha for the constructs measured in this test. 
The higher the Alpha is, the more reliable the test; a value of 0.7 or greater 
is acceptable (Nunnally et al. 1978). The alpha of all constructs in this test 
was very high. This is not surprising, since the questions used here have 
been validated in several previous studies (Table 4).  

 
Table 4 : Reliability analysis 
Construct Cronbach’s Alpha N of items 
Usefulness 0.89 10 
Ease of use 0.85 4 
Intention to use 0.92 2 
PU panning 0.92 5 
PU zooming 0.80 5 

 
The inner construct correlation reflects the degree to which the variables 

are related. The most common measure is Pearson`s correlation. Pearson`s 
correlation reflects the linear relationship between two variables. The sta-
tistic is defined as the sum of the products of the standard scores of the two 
measures, divided by the degrees of freedom. It ranges from +1 to -1; zero 
indicates that no relation is discovered. The correlation between the meas-
ured constructs is displayed in Table 5 and Fig. 9. All relations between 
the measured constructs were found to be positive. This correlation was 
expected since the TAM model has been used and validated in many pre-
vious studies. The positive correlations in this empirical study show that 
the perceived usefulness and perceived ease of use are useful for predicting 
the intention to use a MULTI. 

 
Table 5: Pearson Correlations between PU, PEOU and intention to use (ITU) 
  PU ITU PEOU 
Perceived Usefulness Correlation 1 0.524 0.699 
 Significance  0.001 0 
Intention to use Correlation 0.524 1 0.524 
 Significance 0.001  0.001 
Perceived ease of use Correlation 0.699 0.524 1 
 Significance  0 0.001  

Multi-user tangible interfaces    261 



 
Fig. 9. Inter-construct correlations 

 
The results of perceived usefulness and perceived ease of use were re-

scaled to range from zero to six. Zero corresponds to ‘completely disagree’ 
and six to ‘completely agree’ (0 = strongly disagree, 1 = disagree, 2 = 
somewhat disagree, 3 = undecided, 4 = agree, 5 = somewhat agree, 6 = 
strongly agree). The rescaling is given in Table 6. 

 
Table 6: Perceived usefulness and ease of use 
 N Mean Std devia-

tion 
Variance 

PU 34 4.4882 0.8789 0.773 
PUOU 34 4.4412 1.002 1.004 

 
The results show no relationship between the age of the participants and 

the usefulness or the ease of use of the MUTI. This may be explained by 
the fact that most respondents were between 25 and 40 years old. Since 
only six participants of 34were female, no conclusion could be drawn 
about the influence of gender.  

No significant relationships were found between participant background 
and the perceived usefulness or ease of use of the system. Whether some-
one has geographical education or not does not seem to make any differ-
ence in how useful or easy to use they find the system. Similarly, whether 
or not a participant has followed a technical course of study does not influ-
ence these variables. Finally, we found no relationship between the type of 
job and the reported usefulness or ease of use. We note that job type was 
tested for only two of the four groups: technical or non-technical jobs, not 
for GIS or non-GIS jobs. The results clearly show that no technical knowl-
edge is required to work with the MUTI. Whether knowledge of geo-
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graphical information systems influences the usefulness of the tool and the 
ease of use could not be concluded 

The speed of the system was measured for zooming and panning of a 
map. Users who rated these features as faster than working with a mouse 
also rated the feature as more useful. Interestingly, users who rated the fea-
tures as faster did not find the system to be easier to use. Thus, although 
the software used for the experiment was somewhat slow in rendering new 
maps, this did not negatively affect participants’ perception of the tool’s 
ease of use.  

We observed similar results for the quality of the maps. Maps with a 
higher resolution made the system more useful but not easier to use. More 
experienced GIS users rated the higher resolution maps lower compared to 
less experienced GIS users. This can be explained by the fact that more 
experienced GIS users have higher expectations regarding the quality of 
the maps. More details on external variables can be found in Hofstra 
(2006). 

14.6 Conclusions 

In this chapter, we have discussed our study of the usefulness of the Multi-
User Tangible Tabletop Interface for disaster management. Our theoretical 
study and empirical testing with a group of 35 participants clearly show 
the applicability of this technology to some of the processes in disaster 
management in the Netherlands. Test participants responded positively in 
their evaluation of the usefulness and ease of use of the Diamond Tangible 
Table and the software developed to carry out basic GIS tasks. 

Disaster management--and emergency response more specifically--is a 
very specific type of application that involves many users with different 
backgrounds and various responsibilities. These users must interact with 
each other and be able to discuss possible solutions to determine the best 
solutions. The new technology has revealed various promising features 
that may provide solutions to many drawbacks of existing desktop systems 
(screen, keyboard, and mouse). Tangible technology offers better options 
for group work, specifically for decision-making at the tactical level in 
command centres.   

Many tasks in disaster management require a geographical component; 
for example, using maps is critically important for situational awareness of 
rescue units, victims, and civilians in danger. In this respect, the natural 
hand-based MUTI allows users to point and discuss, as with a paper map, 
but the system has all the advantages of digital screens (e.g. zoom in, zoom 
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out, pan). When used for basic GIS tasks, this interface is very likely to be 
accepted by users. 

The system was tested using the simplest interactions that are performed 
every day with a mouse, i.e. click, drag, and mouse-over. Thus the testing 
allowed for the completion of a few operations, such as object selection, 
zooming in/out and panning of maps, and simple object drawing. More 
complex activities, however, such as gesture recognition, were not tested.  

The potential of this technology for practical application is very high. 
Theoretically its visualisation hardware can be integrated into any system 
architecture. In this respect, an important next step will be adapting and 
extending available command and control system (CCS) software and its 
dynamic database for use on the DTT. Further developments such as these 
promise to meet the needs of Regional Operational Teams, e.g. monitoring 
vehicles and people, analyzing and choosing suggested routes, monitoring 
plumes, and performing spatial analysis using tools such as buffer and 
overlap.  
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