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Foreword

Land has many dimensions – social, cultural, functional and economic. It is
the space in which we live, underpinning all human activity – even a jour-
ney through virtual reality requires some physical space for the computer
that generates it and the traveller who experiences it. It is a basis for pro-
duction and a commodity that can be used to generate wealth through
investment. It is the most valuable item that the majority of people are ever
likely to possess.

Yet, our whole approach to land has been fragmented between different
professions and different perceptions. A land surveyor sees it as something
to measure while an anthropologist sees it as a factor in human evolution.
A lawyer sees it as a set of abstract property rights while an accountant sees it
as a financial element on a company’s balance sheet. Those who estimate its
market value claim that the three most important factors in determining its
worth are ‘location, location and location’ and yet until recently there has
been little scientific analysis and evaluation of this claim. Why is it that we
understand so little about the multitude of factors that influence one of our
most prized possessions? More importantly, how can we improve our
knowledge about land and the workings of the land market?

Many of the answers lie in this book and in Geographical Information
Systems (GIS) technology that helps us to analyse land and its many inter-
related components. The marriage between GIS and real property manage-
ment has been long overdue. Land and property data have been like a
sleeping giant waiting to be aroused but a new day is now dawning in
which the open flow of land-related data is leading to a new and more 
precise understanding of the world about us. In focusing on the application
of GIS to land and property management this book seeks to demystify the
technology and review its actual and potential applications. As such it
should have a much wider appeal than just to the specialist. Although it
focuses much upon developments in the UK the underlying message is
global for there are many countries, especially those in economic transition
to a market-based economy, that are struggling with the problems of 
developing a land market.



Both authors have considerable research and practical experience. They
have brought together the strands of an unfolding story in which one can
at present catch merely a glimpse of what is to come. Their contribution is
timely and significant and their efforts are to be commended.

Peter Dale, OBE
Honorary President, International Federation of Surveyors

2002
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Preface

Land is a fundamental resource. The proper functioning of society and the
economy depends upon its efficient allocation and optimum use. Economic
output depends on the proper use of land resources. The effective use of
land is in turn dependent upon the proper functioning of the land market
and the efficient dissemination of and access to information about it. The
representative bodies of key players in the land and property market agree
that in the UK the proper management of land resources and the efficient
working of the property market are hindered by a lack of good quality
information. Better data, made widely available, will result in better quality
decision-making about land and property.

Land is a resource fixed in locational terms. Unlike labour and capital,
one unit of land is not directly substitutable for another because each unit
is unique at least in terms of its geographical location. Consequently the
locational aspect of land and property information is of vital importance.
Herein lies the significance of information systems that are able to handle
the locational attributes of property information and that can relate that
information to standard property management data sets.

Land and property advisors are beginning to recognise the opportunities
that new technologies such as Geographical Information Systems (GIS) can
offer. Often, when considering the impact of new technology, advisors have
tended to think of the application of particular types of software to discrete
tasks. Increasingly though, the potential of the digital property information
system as a valuable decision support tool is being recognised. Such systems
allow for rapid access to data about land and property whenever and wher-
ever they are required and the formulation of complex resource manage-
ment questions. As such, they present the property information manager
with a decision support tool that can be applied to a wide range of diverse
applications.

The aims of this book are to introduce the use of GIS as a tool for land
and property management by providing an insight into ways in which GIS
is being used by property people and examining the issues involved when
using GIS as a decision aid for land and property management. The book
introduces GIS as a technology, describes current practical developments



and examines the key issues in the application of GIS to land and property
management. The book is divided into three parts which have the follow-
ing objectives:

1 To introduce digital mapping and GIS, together with a brief history of
the development of GIS and LIS, all with an emphasis on property.

2 To describe the spectrum of GIS applications in land and property man-
agement with selected case studies to provide detail for key application
areas.

3 To examine the issues drawn out from the above and provide guidance
and recommendations for future implementation and use of GIS in land
and property management.

Part I

Geographical Information Systems are a relatively new technology in com-
puting terms. Its origins lie in the development of computer graphics, com-
puter-assisted cartography and automated mapping techniques during the
1960s and 1970s and the parallel development of computerised informa-
tion management applications using database approaches. In the 1980s, the
development of the IBM Personal Computer and the Apple Macintosh
began a revolution in user-friendly and affordable computing and informa-
tion storage technology. Since that time we have seen rapid acceleration in
the speed and power of computer processing and graphics techniques, huge
expansion of data storage capacity and an increasing sophistication in the
user interfaces for programs and operating systems. In 1990, a software
package called AutoRoute, which uses GIS techniques to identify and meas-
ure road trips in terms of distance, time and cost, was the second biggest
selling computer software package in that year. Since the early 1990s, the
GIS sector has experienced very high rates of growth as the technology has
moved out of the specialist computer laboratory and onto the desktop. GIS
has been adopted across a range of application areas from infrastructure
management through environmental resource monitoring to social policy
formulation as users have become aware of its potential for managing and
bringing together their information holdings, many of which include a geo-
graphical component.

This part of the book introduces the concepts and key terminology of GIS
and considers how the technology can be used to represent and interrogate
geographical information. It addresses common GIS functionality and
explores the use of the technology for the query and inventory of resource
information before progressing to issues of data modelling and visualisa-
tion. It discusses GIS and Land Information Systems and the differences
between them and, as part of its review of GIS technology, introduces the
Internet and new communications technologies as new resources for han-
dling and delivering geographical information. All of the elements covered
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are framed within the context of land and property management and the
specific characteristics of this application area.

Part II

Land and property is a diverse resource ranging from rural land and agri-
cultural property through to urban and residential land uses and infra-
structure for transport and service delivery. It is unsurprising then that the
management of land and property involves a similarly diverse range of
activities. Unfettered access to accurate and comprehensive information is
vital to good property management decision-making. Part II illustrates how
GIS is being used to help collect, store, manipulate and present land and
property information as an aid to management decisions. The chapters
focus on those users who have invested in GIS to help manage and analyse
property information to help inform property decision-making at the oper-
ational and strategic levels. They consider, therefore, property market
agents, landowners, local authorities, lenders and insurers rather than envi-
ronmental agencies and market research companies whose interest in prop-
erty is often secondary to business or customer-focused decision-making.
GIS applications are considered from a business perspective in Birkin et al.
(1996) and Grimshaw (1995).

Markets exist to transfer ownership of interests in land and property.
Some markets operate more efficiently and openly than others. The prop-
erty market has no centralised trading place and involves the conveyance of
unique ‘products’ that differ legally, physically and always geographically.
Expert advice is therefore often required during the transaction process.
The proper functioning of any market depends on ready access to market
information and the property industry has been criticised for its opaque-
ness. The government is keen to improve the speed at which property trans-
actions take place and are therefore currently reviewing the process in
England and Wales. The private sector also perceives a need to introduce
initiatives that improve the property transaction process: GIS is being 
used as a tool at the marketing and conveyancing stages of a property
transaction.

Many owners and occupiers of and investors in property have portfolios
of interests and seek to manage them collectively. Where these interests are
located in close proximity GIS is often seen as a useful management tool.
Consequently local authorities pioneered the application of GIS in land and
property management. This is because many local government services
require the collection and management of property data within discrete
geographical areas. GIS is a tool well suited to the management of such
data. Similarly, utilities use GIS to plot cable and pipe networks, plan 
excavations and assist in fault-finding.

Local authorities are also using GIS to assist their statutory planning
functions. Most development decisions require planning permission and
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local authorities are required to produce development plans. The use of GIS
in planning departments is now widespread in the UK and there are good
examples of GIS being used for, inter alia, plan-making, land charge
searches, development control and planning constraint notification.
Developers and, in particular, location-dependent businesses such as retail-
ers, are also using GIS to assist in site selection, store location, branch net-
work distribution and performance measurement. Here, land and property
data are combined with population demographics and business trading
data within a GIS to create a powerful decision aid. Some of the more inno-
vative and sophisticated applications of GIS can be found in this field.

Increasingly, lenders and insurers are looking to use GIS to help calculate
their risk exposure in lending decisions and premium calculations, respec-
tively. In terms of secured lending, property is probably the most prevalent
form of collateral and insurers have become much more aware of the
localised risk factors that can affect building insurance claims – recent
flooding has heightened this awareness. The use of GIS to analyse environ-
mental data such as geology, historic uses of previously developed land and
flood risk is of particular importance to lenders and insurers.

Finally, with regard to property market analysis, location has long been
recognised as the primary driver of property decisions but has been neg-
lected in terms of sophisticated geographical analysis. This has been blamed
on a lack of appropriate and easily understood analysis techniques and a
paucity of data on which to perform such analysis. The influence of loca-
tion on property value, development viability and business success has been
left to the practical experience and local market knowledge of the advisor.
It is not unusual to see paper maps on display in the offices of property
advisors, often colour-coded, showing the location of important places and
circumscribed by radii representing drive-times. These are paper-based GIS
but computerised GIS are starting to be used for market analysis rather than
simple data storage and geographical display. The analytical power of GIS
is beginning to be utilised in land and property management.

Part III

There are important information management issues that need to be
addressed if GIS is to become a vital tool for land and property manage-
ment. The final part of the book addresses these issues. 

Chapter 9 focuses on issues of data and information that affect the use 
of GIS. This concentrates on two broad areas. First, legal and administrative
issues of information management including copyright and data protection
legislation, problems of access to data, restrictions on use and licensing
agreements. Second, technical issues of information management are con-
sidered, such as data quality and reliability, the use and adoption of stan-
dards and the management of error in data. Chapter 10 explores factors
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affecting GIS implementation and different strategies for GIS develop-
ment, drawing on examples to illustrate the different approaches that have
been taken. The main function of this chapter is to draw attention to the
issues involved in implementation and to successful strategies for taking it
forward.

In the information age data can easily be assembled, shared and traded
irrespective of place. The National Land Information Service (NLIS) initia-
tive has lobbied for public access to information on the ownership, use and
price of land and property in the UK. Chapter 11 looks at the future
prospects for the use of GIS in land and property management. It considers
the embryonic NLIS and looks at some of the cutting edge developments in
GIS technology that might impact upon the GIS property professional.

References

Birkin, M., Clarke, G., Clarke, M. and Wilson, A. (1996) Intelligent GIS: Location
Decisions and Strategic Planning, GeoInformation International, Cambridge, UK.

Grimshaw, D. (2000) Bringing Geographical Information Systems into Business
(2nd edition), John Wiley & Sons, New York.

xxii Preface



Acknowledgements

The material for this book has come from a wide range of sources, the sup-
ply of which depends upon the generosity of a great many GIS and prop-
erty people. We are very grateful to those who helped make this book more
colourful through the use of examples and case studies, particularly

� Andy Coote, Nick Chappallaz and Peter Beaumont at ESRI (UK)
� Dave Roberts at Innogistic GIS
� Nick Land at the Ordnance Survey
� Her Majesty’s Land Registry
� Jake Desyllas at The Intelligent Space Partnership
� Professor Peter Dale and Mark Thurstain-Goodwin at University

College London
� Andrew Larner at the Improvement and Development Agency
� John Allinson and John Counsell at the University of the West of

England
� Roger Monk at Birmingham City Council
� Tony Key and Dylan McBurney at IPD
� Matthew Bush and Tom Whittington at FPDSavills
� Marion Murphy at Jones Lang Lasalle
� Mark Teale at CB Hillier Parker
� Phil Hammond at Property Market Analysis
� Tony Black and Nick Griffiths at Intelligent Addressing
� Michael Nicholson at Property Intelligence
� Jennifer MacLellan at the Barking and Dagenham London Borough

Council
� Bruce Yeoman, Independent Consultant
� George Griffith at the University of Bristol Healthcare Trust
� Andrew Smith at Henderson Global Investors

Figures 2.13, 3.5, 3.6, 3.7, 3.8, 3.9, 3.10, 3.11, 3.15, 3.16, 3.17, 3.18,
3.21, 3.22, 4.2, 4.3, 4.7, 4.8, 4.9, 4.18, 5.2, 5.8, 5.9, 5.10, 6.2, 6.3, 6.4,
6.5, 6.7, 6.8, 6.9, 6.10, 6.11, 7.1, 7.2, 7.7, 7.9, 8.4, 8.5, 8.9, 8.10, 8.11,



8.12, 8.13, 8.14, 8.15, 8.16, 8.17, 8.19, 8.20, 8.22, 8.36 reproduced from
Ordinance Survey material on behalf of the Controller of Her Majesty’s
Stationery Office © Crown Copyright MC100038806.

Figures 7.10, 7.13, 7.14, 7.15, 7.17, 7.18, 7.19 Drive-time boundaries
were produced using MapInfo Drivetime® software.

xxiv Acknowledgements



Abbreviations

AGI Association for Geographical Information
BCC Bristol City Council
BGS British Geological Survey
BLPU Basic Land and Property Unit
BS7666 British Standard 7666
CAD Computer Aided Design
CAFM Computer Aided Facilities Management
CASA Centre for Advanced Spatial Analysis
CBD Central Business District
DEM Digital Elevation Model
DETR Department of the Environment, Transport and the Regions
DNF Digital National Framework
DoE Department of Environment
DSS Decision Support System
DTLR Department for Transport, Local Government and Regions
ESMR Essex sites and Monuments Records
GIS Geographical Information Systems
GPS Global Positioning System
GSDI Global Spatial Data Infrastructure
HMLR Her Majesty’s Land Registry
IACS Integrated Administration and Control System
ICT Information and Communications Technology
IDeA Improvement and Development Agency
IGGI Interdepartmental Group on Geographical Information
ISO International Standards Organisation
ITT Invitation To Tender
JLL Jones Lang Lasalle
LGIH Local Government Information House
LIS Land Information System
LLPG Local Land and Property Gazetteer
LPG Land and Property Gazetteer
LPI Land and Property Identifier
LVRS Location Value Response Surface



MAFF Ministry of Agriculture Fisheries and Food 
(now part of DEFRA – Department for the 
Environment, Farming and Rural Affairs)

NGDF National Geospatial Data Framework
NLIS National Land Information Service
NLPG National Land and Property Gazetteer
NLUD National Land Use Database
NNR National Nature Reserve
NPV Net Present Value
NSDI National Spatial Data Infrastructure
ODPM Office of the Deputy Prime Minister
OPD Occupier Property Databank
OS Ordnance Survey
PACE Property Advisors to the Civil Estate
PAF Postcode Address File
PAON Primary Addressable Object Name
PFI Private Finance Initiative
PROMIS Property Market Information Service
RFP Request for Proposal
RICS Royal Institution of Chartered Surveyors
RTPI Royal Town Planning Institute
SAC Special Area of Character
SAON Secondary Addressable Object Name
SDTS Spatial Data Transfer Standard
SGB Standard Geographic Base
SPA Special Protection Area
SSSI Site of Special Scientific Interest
UBHT University of Bristol Healthcare Trust
UPRN Unique Property Reference Number
URBED Urban and Economic Development Group
VENUE Virtual Environments for Urban Environments
VO Valuation Office
VRML Virtual Reality Modelling Language
2D Two-Dimensional
3D Three-Dimensional

xxvi Abbreviations



Part I

Geographical Information 
Systems 





Introduction

A primary goal of the study of geography is to try and increase our under-
standing of the world. One of the most important facilities in the scientific
toolkit of the geographer is the ability to collect, synthesise, analyse and
visualise data. Through the exploration of data we can test our theoretical
understanding or apply existing knowledge in specific cases to try and make
well-informed decisions about the management and use of limited natural
and socio-economic resources.

This book is about geography. More specifically, it is about how modern
techniques based largely around the use of computer systems for informa-
tion processing can be brought to bear on one particular aspect of geography:
the management of land and property resources. This area of activity has
been central to human society since the development of permanent settle-
ments. Records of land and property information can be found on the clay
tablet maps of the early civilisations of the Indus Valley, Sumeria and
Mesopotamia. The Egyptians used large-scale mapping for resource man-
agement on the Nile flood plain. Later, the Romans created large-scale
maps of land ownership based on the measurement of distances and angles
(Dorling and Fairbairn, 1997) while the masters of feudal Europe created
complex inventories of rights over land resources, the most famous being
the Domesday Book of William the Conqueror.

In the twenty-first century we have access to more information about land
and property than ever before. Space-borne satellite sensor platforms collect
enormous volumes of information on a daily basis at ever increasing levels
of detail describing the land cover of our planet. National governments hold
computerised databases of land inventory information and commercial data
suppliers provide wide-ranging information resources about land value and
land use. Employing this information effectively and maximising its benefits
are vital to the successful future development of our society.

Computerised approaches to geographical exploration, sometimes
referred to as ‘automated geography’ (DeMers, 2000) can be brought to
bear to assist those who need to maximise the benefits of modern property
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information resources. Part I of this book is an introduction to 
computerised approaches to the processing of information about land and
property, with particular focus on the core technology of Geographical
Information Systems (GIS) and the capabilities of these systems in handling,
analysing and visualising land and property information.

It is timely for property professionals in the UK to increase their awareness
of the opportunities that GIS can offer. The property sector now regards
information as a critical corporate resource and managing and analysing
this resource has become a high priority. The application of GIS technology
to the management and analysis of property information brings forward
numerous opportunities. Databases of property information can be created
to which access is sold; new analytical skills can be learnt to meet the 
changing demands of clients and new business opportunities – made possible
by technology and information access – can be sought.

There are already numerous introductory texts of good quality available
about the technologies and capabilities of GIS and it is not our purpose in
this book to reinvent the wheel by presenting broadly similar material.
Instead, we have sought to summarise the basics of the technology and its
capabilities in this first part and in the later parts to present more detail
about the specific relevance of GIS methods to the application area of land
and property management.

Definitions and key terminology

We begin our exploration by introducing and discussing some of the fun-
damental terms that we will be using throughout this book and providing
some background on these concepts.

Land and property

‘Land’ refers to the physical resource represented by the surface of the
earth. For human beings, land is a fundamental resource that is essential for
all of the activities that we perform. A useful definition is provided by Dale
and McLaughlin (1988) who consider that land ‘encompasses all those
things directly associated with the surface of the earth, including those areas
covered by water. It includes a myriad of physical and abstract attributes
from the right to light or build upon the land to ground water and minerals
and the rights to use and exploit them’.

In economic terms, land is a factor of production. Land has utility, which
might be the growing of crops, the grazing of livestock or the extraction of
minerals. Such utility may be enhanced by constructing buildings that allow
the environment to be adapted for other uses such as living accommodation,
the manufacture and sale of goods or the provision of services. The term
‘property’ or ‘real estate’ refers to the combination of land and buildings.
Hence ‘property management’ can be defined as the set of activities
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whereby land resources are put to good effect and includes the following
processes:

� conveyancing, that is, the transfer of an interest in property from one
owner to another;

� valuation, that is an estimate of the financial worth of an interest in
property to a particular person for a specific purpose;

� development or redevelopment of property;
� management and maintenance of property;
� formation and implementation of land use planning policies and the

monitoring of land use;
� environmental assessment and environmental impact analysis.

The process of land management is predicated upon the subdivision of the
land into manageable regions or units. This subdivision can be based on
many criteria including rights of use or ownership, planning controls or
government policy and requires that we introduce a new entity: the land
parcel. A land parcel can be defined simply as a unit of land and the
processes of land management are usually concerned with individual land
parcels or groups of parcels.

Data and information

There is often considerable confusion about the use of these two terms, and
indeed the difference in the meanings that they convey is quite subtle. Let us
begin by considering the term ‘data’. We can define data simply as ‘records
of facts’ following the pragmatic suggestion of Larner (1996). To take an
example, the layout plan of a housing estate is a set of data. Individual data
items associated with this example might be the pair of X and Y co-ordinates
that define the geographical position of the corner of a building or the name
of the owner of the land on which the estate is constructed.

By themselves, data are inert. For example, data may simply be the
encoding of records of facts. In order for data to become ‘information’, we
need to assimilate, understand or interpret them in some fashion. To
achieve this we may need to classify or organise the data in order to convey
meaning. By analysing the data the user extracts the meaning (or an inter-
pretation of the meaning) and obtains information.

Geographical information

We can define geographical information as information that carries some
form of geographical or ‘spatial’ reference allowing us to pinpoint its loca-
tion in some fashion. Spatial references tend to fall into one of two cate-
gories that we will call numeric and symbolic references. A numeric or
direct spatial reference uses a co-ordinate system, usually in conjunction
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with a mathematical model called a map projection, to position objects 
precisely in space. Examples of such systems include geographical 
co-ordinates (latitude and longitude) and the Ordnance Survey’s (OS)
National Grid of Great Britain.

Symbolic or descriptive spatial references use less precise methods to
locate the object, but can still provide useful information. Examples, in
decreasing order of exactness, might be:

� A postcode such as WC1 1AA.
� A postal address such as ‘15 Acacia Avenue, Bromley, South London’.
� A written description such as ‘next to London Bridge’.

It is often cited that approximately 70 per cent of the data held by local and
regional governments and private sector organisations are geographically
referenced in some way. By capitalising on this fact and bringing computer
analysis techniques to bear on our geographically referenced information
we can maximise their usefulness.

Property information

We can define property information as information that describes the char-
acteristics of a defined unit of property such as a land parcel or a building.
Examples of property information might be the floor space of an industrial
property, the leasing arrangements on a commercial office or the price paid
for a house. Usually, a property will have a range of descriptive character-
istics that are of interest.

Information systems

It is increasingly recognised that high quality information is a critical
resource for the effective strategic functioning of organisations. This recog-
nition is the result of our increased awareness of evolving technology and
its potential to revolutionise information handling. The role and signifi-
cance of information resources has not changed, but what was missing
before was the existence of a mature Information and Communication
Technology (ICT) that was able to manage and manipulate it. Miller (1956)
has shown that humans are able to process between five and nine ‘chunks’
of information at any one time – recall the difficulties that we experience
when trying to remember ten and eleven digit phone numbers or numerous
computer passwords. Computers and appropriate software are capable of
handling substantially more pieces of information in a fraction of the time.
The problem has become one of interaction with the computer in order to
retrieve this information quickly and efficiently.

Developments in ICT, much of which barely existed or was prohibitively
expensive twenty-five years ago, have been rapid and continuous in the last
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decade. Since its first business application in the mid-fifties, the use of 
computer technology has expanded dramatically. The picture confronting
us is constantly evolving and few weeks go by without the announcement
of new products, major technological advances, improved cost performance
ratios and myriad allied services. Fired by parallel developments in marketing
techniques, the typical business is being bombarded by a host of technolo-
gies, many of which bear the most inscrutable names, mnemonics or just
plain numbers that convey little or nothing to the uninitiated. Similarly, the
range of activities to which computers and cognate technologies can be
applied is vast and there are few aspects of the working and leisure lives of
the individual which are not influenced in some measure by ICT.

The ‘revolution’ in ICT has been the subject of numerous publications
and the topic of many conferences and seminars. Assertions about the per-
vasiveness of this revolution are frequently made in findings of surveys and
studies of the economic environment. ICT has become a component part of
so many human activities that it is regarded as ubiquitous, impacting upon
us throughout our lives. The result of the ICT revolution is that the pene-
tration of digital technology into the fabric of society has reached far and
wide and is, by now, almost certainly irreversible.

Information systems and the property sector

The application of ICT to the management and exploration of information
is realised in the concept of an ‘information system’. We can define an infor-
mation system as an integrating technology where resources and activities
are brought together to support the decision-making process of an organi-
sation. If we consider the property sector, computerised information systems
have taken a number of forms. Early examples were property management
systems that evolved from accounting software. Relational database tech-
nology improved these systems because the hierarchical nature of property
interests is well suited to the structure of relational database management
systems. Spreadsheet technology allowed the information stored in property
databases to be analysed in more sophisticated ways and subsequently
bespoke software packages have been developed that are capable of sup-
porting many property-related decisions and automating the more mundane
data processing elements of property management.

Over recent years demand for high quality property information has
risen, partly due to the increased availability of affordable computerised
analysis tools. Advances in IT have led to more analytical applications
within the profession; econometric modelling, regression analysis and other
statistical modelling techniques have been used. Multiple regression analy-
sis and econometric modelling underpin the house price indicators devel-
oped by building societies in the UK and the application of expert systems
and neural networks to valuation has received attention from academics.
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However, these techniques depend on access to large volumes of high quality
data if they are to provide reliable results.

Geographical Information Systems

Geographical Information Systems are a family of information systems 
that are designed specifically to address the handling, manipulation and
visualisation of data that are geographically referenced. By this we mean
that the data are linked to a location in space, usually somewhere on the
surface of the Earth.1 Such geographical linkages can be precisely defined
using co-ordinate systems, or may use less exact frames of reference like a
street address or a postcode. That said, there are many different definitions
of what GIS is and what it does, probably because the technology has appli-
cations across a wide range of the sub-disciplines of geography. In trying to
draw together the many ideas about what GIS is and what it does, we can
draw out three common strands. The first is that GIS is associated prima-
rily with the storage and analysis of information about the Earth or that is
geographically referenced in some manner. The second is that there is a set
of subsystems within a GIS that together define the types of functionality
that can be achieved with it. The third is that GIS activity usually takes
place within the context of a particular organisation and that the nature of
that organisation will support and shape the use of the technology. We will
explore these issues in more depth later in this section. Further discussion
of GIS definitions can be found in Burrough and McDonnell (1998) and
DeMers (2000).

Geographical Information Systems is one of a number of spatial data han-
dling technologies. Others include cartographic drafting and graphic design
tools for publishing maps and Computer Aided Design (CAD) systems for
engineering and architectural design. Although these other technologies are
also useful for handling and visualising geographical data, GIS is unique
among them in that it permits the formulation of questions and the integra-
tion of results using spatial location and the geographical relationships
between objects as the basis for query generation. If we examine the core
technology of GIS, we find that most computerised GIS systems consist of a
database engine whose records allow for the positioning of objects in space
and a set of associated visualisation and analytical components. These permit
the user to interrogate data using their geographical characteristics. For the
purposes of this book, we include image processing and manipulation proce-
dures for satellite and aerial photographic analysis as a subset of the broad
range of GIS application software.

Geographical Information Systems technology has seen widespread
application in the fields of natural resource management, planning and devel-
opment control, socio-economic analysis and the inventory of infrastructure
and facilities. The technology has been taken up by a range of different
communities of users who deal with information that is referenced to the
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spatial domain. Examples of such information include postal addresses,
roads, drainage basins, socio-economic zones, areas of land, pipeline net-
works and groups of properties. In all its diverse application areas GIS
offers the unique ability to analyse and display information geographically,
often revealing trends and patterns that were not apparent when examining
the information in a spreadsheet or database. The power of GIS lies not
only in its ability to analyse and display data referenced to the spatial
domain but also in its function as a database that can bring data together
from a wide range of sources. Using a GIS to manage property data offers
two advantages: the unified storage of property data using a spatial repre-
sentation of the real world and the ability to analyse and visualise that data
in new ways by bringing together a wide range of source information.

GIS and Land Information Systems (LIS)

Since this book is primarily concerned with the use of GIS for the manage-
ment of land and property, it is important that we introduce the concept of
Land Information Systems at this point. A Land Information System (usually
abbreviated to ‘LIS’) is a specialised application of GIS technology that is con-
cerned with issues of land ownership, land planning and land management.
Such systems usually rely on large-scale maps and store information about
land ownership and land use. More formally an LIS can be defined as ‘a sys-
tem for capturing, storing, checking, integrating, manipulating, analysing and
displaying data about land and its use, ownership, development, etc.’
(Department of the Environment [DoE] 1987). LIS are primarily concerned
with the storage and interrogation of property data. Within such systems a
digital map base provides the foundation on which to build real estate infor-
mation using land parcels as the basic building block. In urban areas the land
parcel may be subdivided into buildings and parts of buildings such as a shop
on the ground floor with a flat above. Information that might be contained
within a map-based LIS includes:

� land rights and restrictions, including precise delineation of boundaries;
� land values and tax assessments;
� land use (other planning information may also be stored);
� information relating to buildings situated on the land parcel;
� population and census data;
� administrative data such as local government or national park 

boundaries;
� environmental data such as contaminated land, pollution and other

hazards.

Other property data can be linked such as topography, geological and geo-
physical data, soil type, vegetation, wildlife, hydrology, climate, industry,
employment, transport, utilities data (water, sewerage, gas, electricity,
telecommunications) and emergency services.
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Cadastral LIS maintain information on property ownership, use and
value and are common throughout the countries of Europe, with the excep-
tion of Britain. In Sweden, for example, the on-line Land Data Bank System
integrates the Land Taxation Register, Census Register, Housing Statistics
and local authority information systems. Applications include planning,
natural resources management, banking and real estate brokerage.

It is important to clarify that the core technology underpinning LIS is
essentially the same as that of the more generic GIS and given the list of can-
didate data types for a LIS described above there would appear to be little
difference between the two. For the purposes of this book, we consider that
a LIS is simply an application of GIS technology for cadastral and land
management purposes and henceforth the term GIS can be considered to
encompass LIS.

GIS in the UK

Early implementations of GIS in the UK were project specific. All of the 
necessary data were collected in whatever format they happened to be avail-
able and were geo-referenced and input into the system, often using manual
data entry procedures. Significant time and effort were required to convert
the data into appropriate formats for query and analysis. The data were
analysed, some sort of output (map or report) was produced and the infor-
mation acted upon. Such GIS projects tended to be time-consuming and
expensive in terms of manpower, data, hardware and software.

During the 1980s, GIS methods began to emerge from the specialist 
laboratories of university departments and government research institutions
and the technology experienced a wider uptake by information management
professionals across a range of sectors. The uptake of GIS as a viable infor-
mation management technology with applications in many areas was pred-
icated on several factors. The increasing affordability of computer
processing technologies meant that users no longer needed to invest in
large, mainframe computer systems to use GIS. At the same time, the avail-
ability of high quality digital geographical data was coupled with a growing
awareness of the potential uses of geographical information and an increas-
ing number of trained GIS operators. National digital datasets were nearing
completion, the cost of computer hardware and software was tumbling and
the global Internet was born. In 1987, the UK Department of the
Environment published a report called ‘Handling Geographic Information’.
This was the culmination of two years’ work by a Committee of Enquiry
led by Lord Chorley into the way in which geographical information was
used in the UK. The aim of the report was to map out future directions in
this area in the light of advances in IT. In the report it was suggested that
GIS was ‘as significant to spatial analysis as the invention of the microscope
and telescope were to science, the computer to economics and the printing
press to information dissemination’.
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The 1990s saw a move away from project-specific GIS implementation
and a more integrated approach to systems development. In the US, GIS
software development mushroomed, fuelled mainly by the affordability of
a critical mass of spatial data in the United States and driven by Federal
government initiatives like the National Spatial Data Infrastructure (Federal
Geographic Data Committee, 1996) and the associated uptake of GIS by US
government authorities. An international geographic information industry
soon followed, including specialist data suppliers, value-added re-sellers
and technology providers.

In the twenty-first century, GIS is an established desktop technology, albeit
a computationally intensive one. The standardisation of the personal com-
puting market around the Windows family of operating systems and the fact
that a modern PC processing, storage and graphics platform is capable of
tackling the intensive computational tasks that previously were only practi-
cable on expensive UNIX workstations have brought GIS into a new mar-
ketplace. The availability of cost effective geographical data from government
and commercial suppliers in the UK has advanced the situation still further.

The nuts and bolts of GIS technology

In this final section of Chapter 1, we introduce the technology of a GIS in
more detail. Our aim is to provide an overview of the main components of
a GIS and to describe how those components fit together. We can subdivide
a GIS into four key building blocks. These are computer hardware, com-
puter software, information (which forms the core resource of the GIS) and
finally the people who build, manage and operate the system. A GIS usually
operates as part of a larger organisation such as a local authority, govern-
ment department or property development company and the people that
are associated with its day-to-day operation might range from a small
research team to a large corporate decision support department.

Although we have emphasised the use of computer systems in modern
GIS activity, it is important to consider that computers are not an essential
part of GIS. Many paper-based records management systems utilise maps
and involve the storage and retrieval of geographical information, effec-
tively performing the same decision support functions as a computer-based
GIS. Having said that, modern GIS is usually heavily reliant on digital tech-
nology since the computer introduces new and powerful ways of exploring
and managing information that are too time-consuming or expensive to
reproduce using a paper-based framework.

Computer hardware

Computer hardware is the machinery that drives a GIS. Hardware includes the
computer itself and its internal architecture as well as connected equipment
such as keyboards, printers and plotters, disk drives, modems and network
cards, tape drives, monitors, pointing devices such as the mouse, digitising
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tablets, computer projectors and digital cameras (Figure 1.1). Alongside the
hardware itself we often find items like diskettes, CD-ROMs, DVDs, 
magnetic tapes and ZIP diskettes. These smaller items are often classed as
‘consumables’ rather than hardware and are usually portable or removable
components that can be transferred between hardware platforms.

Geographical Information Systems operate on a wide variety of different
computer platforms from the desktop personal computer through to high-
powered workstations, servers and mainframes. At the present time, the
typical GIS hardware platform seems to be a medium to high performance
PC for desktop GIS, with support for advanced database activities from net-
worked servers or UNIX computers. The increasing power and falling cost
of the everyday PC, coupled with the introduction of operating systems like
Windows XP® and LINUX mean that high performance GIS packages will
run quite happily on a desktop computer. Only the fast processing power
that is required by intensive graphics tasks such as complex 3D animation,
image processing or digital photogrammetry is likely to require additional
hardware support. This was certainly not the case five years ago, when PC
GIS functionality languished behind more expensive UNIX solutions.

GIS software

The software programs that control a GIS come in many shapes, sizes and
price brackets. However, virtually all GIS software includes the following
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basic subsystems (Peuquet and Marble, 1990; DeMers, 2000) which
together provide a set of core GIS functionality.

1 A data input system that collects and pre-processes data from various
sources. Such systems usually include the facility to restructure data and
perform editing operations on digital maps, imagery and databases.

2 A data storage and retrieval subsystem that organises the data in an
efficient manner and allows for retrieval, updating and editing.

3 A data manipulation and analysis subsystem that performs query and
analysis tasks on the data. This might include aggregating and disag-
gregating data, combining and comparing datasets, statistical analysis
or modelling functions.

4 A reporting/presentation subsystem that displays all or part of the data-
base in tabular, graphical or map form and allows for the production
of customised hard copies or output files.

Together, these subsystems supply the GIS user with a formidable arsenal of
data manipulation, analysis and visualisation functionality. Different GIS
software packages have different ways of handling each subsystem and will
exhibit varying degrees of sophistication within each, but all four subsys-
tems are present in most of today’s commercially available GIS software
packages. We will examine the tasks that might be carried out using a GIS
in more detail in the next chapter.

Data for GIS

Data are the most expensive component of most GIS projects. At the same
time a GIS is of little use without them. Based on the findings of numerous
projects, it is generally reckoned that from 60 to 70 per cent of the cost of
GIS implementation will be generated during the acquisition and develop-
ment of an appropriate database (Korte, 1997). Given this, the choice of
source data, its formats and structures is of critical importance in estab-
lishing an effective solution. The types of data that are used in GIS are very
wide ranging, but three broad categories of information can be defined.

Digital maps

A digital map is a computerised representation of traditional paper map
information. The features on the map are digitally encoded either using
data gathered from a land survey or through a process of digital conversion
and stored in a computer database. Chapter 2 explores some of the 
commonly applied techniques for storing and manipulating digital maps 
in more detail. For now, we will restrict ourselves to saying that the 
digital map has two major advantages over its paper equivalent. First, it is
effectively seamless – many paper maps can be digitally encoded and 
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combined in a single database eliminating problems of map sheet overlap
and allowing the user to select areas of interest when required. Second, the
digital map is fully customisable. The user is able to specify exactly what
information is displayed and how it is depicted and to select the scale at
which this visualisation is produced.2 Such flexibility comes at a price
because in customising the map and choosing an appropriate representa-
tional scale the user will be required to make decisions about symbolisation,
representation and issues of scaling and data quality that would tradition-
ally be made by a trained cartographer. Some formal training may be 
necessary before this can be achieved with confidence.

Digital imagery

A digital image is a computerised representation of pictorial data. Examples
of such information include traditional photographic images and aerial
photographs that have been digitally captured using a scanner or digital
camera and images of the Earth taken by orbiting satellites (see Figure 1.2).
Digital imagery adds a valuable additional dimension to the GIS database
both in terms of increasing the quality of visualisation and in providing new
information. For example, some airborne and orbital satellite sensors 

14 Geographical Information Systems

Figure 1.2 Cities Revealed® – Digital aerial photograph of Oxford Circus and its
environs.

Source: © 1994 The GeoInformation Group Ltd.



collect sufficient data to allow for the semi-automatic classification of land
uses. When combined with digital mapping, such imagery can produce
some very useful results.

Database information

Today’s commercial and public sector databases about every aspect of our
society and environment are larger, more comprehensive and more readily
available than ever before. As the world becomes more data rich it has been
readily pointed out by several authors (e.g. Longley, 1998 or Openshaw,
1998) that our ability to manipulate and extract meaningful patterns from
this ‘cyberspace’ of data appears to be less and less certain. The modern
analyst is data rich but information poor. We need new tools to interpret
the wealth of data that is now available quickly and easily. GIS is a com-
paratively new weapon in this quest for interpretation.

Many phenomena exhibit some kind of spatially related behaviour. With
GIS, we are able to examine these patterns, in many cases for the first time.
One of the most useful aspects of GIS technology is its ability to integrate
non-geographical information like house prices, rent values, socio-economic
profiles or land use statistics with digital maps. Standard databases can be
linked to the features on the digital map such as houses, roads, land parcels
or administrative areas to provide an enormous range of ancillary data
about them. The GIS can then be used to visualise and interrogate this
information. We can begin to ask new questions of our databases – Which
shops are best served by the public transport system? Which areas of a city
have the most buoyant property prices and how are those prices changing?
Which neighbourhoods have the best local facilities for leisure, shopping or
healthcare? Such questions require us to bring together our database infor-
mation by way of an underpinning knowledge of local geography, and using
GIS we are able to do this.

Summary

In this chapter we have introduced the ideas that form the foundation of the
rest of the book. We have defined what we mean by land, property, data
and information, and introduced the concept of an information system for
managing and analysing data from different sources. We have discussed
land and geographical information systems and the take up of these tech-
nologies in the UK. Finally, we introduced the computing platforms that
GIS rely upon, and discussed hardware, software and data concepts.

Geographical Information Systems is special because it allows us to bring
together information from many different sources using geography as the
common framework to link them together. This has been possible using
paper maps for many years, but with GIS we can displace paper maps and
explore the data in real time without having to spend months redrafting it.
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We can combine the information we hold in whatever way we deem to be
appropriate, producing customised visualisations of different combinations
of data quickly and effectively.

Notes

1 Although the majority of GIS databases are earthbound, the technology has also
seen some application in the mapping of other planetary bodies, notably the visu-
alisation of the surface of Mars using satellite imagery.

2 Although a computerised map is ‘scale free’ in the sense that a user can precisely
define the map scale at which information is displayed, the accuracy and preci-
sion with which the data were originally collected should inform this decision.
Data should not be displayed at scales larger than the accuracy of the original 
survey would reasonably permit.

References

Burrough, P.A. and McDonnell, R.A., 1998, Principles of Geographical
Information Systems, Oxford University Press, Oxford.

Dale, P.F. and McLaughlin, J., 1988, Land Information Management, Clarendon
Press, Oxford.

DeMers, M.N., 2000, Fundamentals of Geographic Information Systems (2nd edition),
Wiley, New York.

Department of the Environment, 1987, Handling Geographic Information, HMSO,
London.

Dorling, D. and Fairbairn, D., 1997, Mapping: Ways of Representing the World,
Longman, Harlow.

Federal Geographic Data Committee, 1996, The National Spatial Data
Infrastructure, FGDC Internet publication, URL: http://www.fgdc.gov/nsdi2.html

Korte, G.E., 1997, The GIS Book: Understanding the Value and Implementation of
GIS Systems, 4th edition, OnWord Press, Santa Fe.

Larner, A.G., 1996, Balancing rights in data – elementary? In Parker, D. (ed.),
Innovations in GIS 3, Taylor and Francis, London, pp. 25–35.

Larsson, G., 1991, Land Registration and Cadastral Systems, Longman, Harlow.
Longley, P.A., 1998, Foundations. In Longley, P.A., Brooks, S.M., McDonnell, R. and

MacMillan, B. (eds), Geocomputation: A Primer, Wiley, New York, Chapter 1,
p. 1–15.

Miller, G., 1956, The magical number seven, plus or minus two: Some limits on our
capacity for processing information, The Psychological Review, 63, 81–97.

Openshaw, S., 1998, Building automated geographical analysis and explanation
machines. In Longley, P.A., Brooks, S.M., McDonnell, R. and MacMillan, B. (eds),
Geocomputation: A Primer, Wiley, New York, Chapter 6, p. 95–115.

Peuquet, D.J. and Marble, D.F. (eds), 1990, Introductory Readings in Geographic
Information Systems, London: Taylor and Francis.

16 Geographical Information Systems



Introduction

In the same way that the management of land and property has been an
essential human activity since the earliest civilisations, the maps and charts
that provide key information for land management have been familiar tools
throughout history. The map as a means of spatial representation is 
a diverse and flexible tool and its development has resulted in many different
approaches to the visualisation of the world. Although map products are
very diverse, there are a number of common ideas that underpin their 
creation. These concepts have accompanied the map on its journey of devel-
opment through the ages and have moved with it from the printed page into
the digital computer and the GIS. In this chapter we will explore the 
fundamental concepts behind maps and map making. We will investigate
how computerised mapping techniques have enhanced our ability to make
maps and explain how these ideas affect the creation and use of maps for
property management.

An introduction to spatial referencing

Maps show us where things are in relation to one another. This requires 
a method of determining position on the surface of the Earth, a process
known as spatial referencing or geo-referencing. The method by which geo-
referencing is carried out is very important as this will largely determine the
accuracy of any map that is produced.

Let us take an example of spatial referencing in practice. We will use this
to illustrate the different assumptions and choices made when deciding how
to define a geographical position. Consider the case of a British estate agent
who wants to map all of the properties that his agency is currently marketing.
The agent is at the cutting edge of technology and has purchased a Global
Positioning System (GPS) receiver to facilitate his work. The receiver picks up
signals from a network of orbiting satellites and uses these transmissions to
calculate its own position. It allows the agent to pinpoint his location and
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obtain a geographical co-ordinate reference at the touch of a button. When
he does this, the receiver presents him with two sets of numbers:

0.0328E, 51.5081N
541100, 180800

Both sets of numbers refer to exactly the same location, but express it in 
different terms. The first is the longitude and latitude of the agent’s posi-
tion. The second is the same position expressed as grid co-ordinates in
metres on the British National Grid. In order to understand the difference
between these two ways of expressing the same position, we need to intro-
duce some basic concepts of geographical positioning.

Measuring position using longitude and latitude

First, let us consider how we can define where we are on the surface of the
Earth using longitude and latitude and explain the first set of numbers on
the GPS receiver readout. Imagine looking at the Earth in cross section from
one side, with the North Pole at the top, the South Pole at the bottom and
the Equator running horizontally across the centre. Latitude determines our
position north or south of the Equator and is the angle measured from the
centre of the Earth between our position and the plane of the Equator.
Latitude can range from 0 to 90 degrees north or south of the plane of the
Equator and thus latitude references are usually given the postscript North
or South to indicate whether they are above or below the equatorial plane.
Figure 2.1 illustrates the concept.

The second parameter, longitude, specifies our position east or west of
the Greenwich Meridian. This is an imaginary circle around the Earth
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Figure 2.1 Latitude, longitude and height measurements on the sphere.
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between the North and South Poles with its centre at the Earth’s core and 
a diameter equal to that of the Earth. It passes through the Greenwich
Observatory in East London, which has a longitude of 0 degrees. Figure 2.1
provides an illustration. In the figure, we are looking downwards onto 
a cross section of the Earth at the Equator. Longitude is the angle measured
from the centre of the Earth in the equatorial plane from our position to the
Greenwich Meridian and ranges from 0 to 180 degrees east or west.

Now we can return to the GPS receiver readout. The first number,
0.0328E is the agent’s longitude, the angle between the Greenwich Meridian,
the centre of the Earth and the agent’s position. In this case, the estate agent
is standing in East London, close to the Meridian, and this angle is very
small. The second number, 51.5081N, gives the agent’s latitude, the angle
between the equator and his position. In this case, the angle is larger as the
agent is some way north of the Equator in the United Kingdom.

The sphere, the spheroid and the geoid

So far, we have assumed that the Earth is round. In fact, this is not actually
the case. Our planet is not perfectly spherical because of the gravitational
effects of its rotation. The term spheroid gives a better approximation of the
shape of the Earth than the sphere. An example of a spheroid is depicted in
cross section in Figure 2.2.

Using a spheroid model of the shape of the Earth, we can still define posi-
tions in terms of latitude and longitude although there are some differences
in the way these references are calculated. Rather than take positions based
on the centre of the sphere, latitude and longitude are defined as the angle
between the equator (in the case of latitude) or the Greenwich Meridian (in
the case of longitude) and a spheroid normal. This is a line at right angles
to the surface of the spheroid between our location on the surface and the
plane of the Equator or of the Greenwich Meridian. Latitude on a spheroid
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Figure 2.2 Cross section of the Earth as a spheroid.
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is thus defined as the angle between the Equatorial plane of the spheroid
and the spheroid normal, while longitude is the angle between the plane of
the Greenwich Meridian and the spheroid normal. Examples of latitude and
longitude calculation on the spheroid are shown in Figure 2.3. Co-ordinates
defined in this way are referred to as geodetic co-ordinates (Iliffe, 2000).

Although the spheroid represents a better model of the shape of the Earth
than the sphere, the true surface of the Earth, known as the geoid, is some-
what different again. A more comprehensive discussion of the geoid and its
implications for surveying and mapping is outside the scope of this book.
The interested reader can find a useful introduction to the topic in Iliffe
(2000), Cross et al. (1985) or an introduction to the study of geodesy and
co-ordinate systems such as NOAA (1985) or OS (1999). For now, it is suf-
ficient to say that the geoid coincides with mean sea level. It represents the
surface to which the oceans would move if free to adjust to the combined
forces of the mass attraction of the Earth and the centrifugal force of its
rotation (NOAA, 1985).

Parallels and meridians

At this point, we must also introduce the concepts of parallels and meridi-
ans. A horizontal circle known as a parallel joins points of equal latitude on
the spheroid. Parallels decrease in radius as they approach the poles,eventu-
ally becoming a single point at each pole. A circle that is equal in circumfer-
ence to the circumference of the Earth itself is known as a great circle. The
Equator is the only parallel that is equal in circumference to the Earth.

Just as parallels join points of equal latitude, points of equal longitude are
joined by vertical circles known as meridians. However, all meridians are
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Figure 2.3 Latitude and longitude measured on the spheroid.
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great circles since they pass through both North and South Poles, and con-
verge at the poles. We have already introduced the Greenwich Meridian, the
great circle around the Earth in the polar plane at 0 and 180 degrees of 
longitude. The network of parallels and meridians that surround the Earth
is known collectively as the graticule. Figure 2.4 provides an illustration of
these concepts.

Co-ordinate systems and map projections

So far we have considered positioning on the three-dimensional (3D) surface
of the Earth and how we can determine our position using latitude and lon-
gitude. We have also seen that we can approximate the true shape of the
Earth using a shape called a spheroid. In order to explain the second read-
out on our estate agent’s GPS receiver, giving his location in National Grid
co-ordinates, we must introduce some additional concepts.

To draw a map of the spherical Earth on a flat surface we will need to
transform the 3D spheroid into two dimensions. We carry out this process
using a mathematical model known as a map projection. Map projections
manipulate or transform the 3D surface of the spheroid so that it can be
represented in two dimensions. Imagine taking an inflatable globe of the
Earth and then stretching it – perhaps even cutting it – so that it can be
placed flat on a piece of paper. The process of map projection is the math-
ematical equivalent of this. The surface of the spheroid is flattened mathe-
matically so that it can be represented in two dimensions instead of three.

A very important side effect of this process is that it will always result in
distortion. Areas, directions or distances on the surface of the spheroid are
stretched in the transformation. Unfortunately, it is impossible to preserve
all three of these properties when transforming the 3D spheroid into a two-
dimensional (2D) representation. The choice of an appropriate projection is
therefore a critical consideration for the mapmaker and the projection used
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Figure 2.4 Parallels and meridians on the sphere.
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will determine which geometric properties of the 3D spheroid can be
depicted without distortion.

There are three well-known groups of map projections. Each is based on
the use of a different shape for creating a 2D representation from the
Earth’s surface. These shapes are shown in Figure 2.5. There are numerous
individual projections within each group, but the three share a common
property, which is that the shape that the spheroid is projected onto can be
transformed easily into a flat surface. The planar projection is already flat.
The cylindrical and conical projections can both be ‘unwrapped’ mathe-
matically so that they lie on a flat plane.

Different types of map projection are available that allow the user to 
preserve particular properties of the spheroid. The first of these types is
called a conformal projection. Conformal projections preserve angles
around a single point on the sphere, so that, for example, lines of latitude
and longitude in the projection are always at 90 degrees to one another. In
order to preserve angles, distortions must be introduced into the shapes of
objects and therefore areas will not be correctly maintained. It is also very
difficult to maintain angles over large areas, and so this type of projection
will only work well for small portions of the Earth (DeMers, 2000). If the
preservation of area is important we can choose an equal area or equivalent
projection. In this case, the areas of objects are preserved, although their
shapes may be stretched or otherwise distorted. At the same time, angular
measurements will be distorted on an equal area projection.

A third type of projection, the equidistant projection, preserves the meas-
urement of certain distances on the map. Caution is needed when using it
because this property of distance preservation only holds true for certain
parts of the map. There are two approaches to equidistant projection. The
first ensures that distances measured along one or more parallel lines called
standard parallels are correct. The second maintains the distance in all
directions from either one or two points (DeMers, 2000). This means that
distances measured from these points to any other location on the map will
be correct, but unfortunately does not preserve accurate distances anywhere
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Figure 2.5 Three families of map projections: planar, cylindrical and conic.



else on the map. The choice of the points where distance is preserved is
therefore extremely important.

In summary, the process of map projection requires the mapmaker to
make two critical choices. First, we must select a suitable spheroid model 
to represent the shape of the Earth. Next, we must decide on a map 
projection that preserves the properties we require (areas, distances or
directions) and transform the spheroid into two dimensions using this 
projection.

Determining position on the plane with a grid co-ordinate system

Once we have projected the surface of the Earth onto a 2D plane, we need
a method of determining our location on that plane. This is commonly
achieved by superimposing a grid co-ordinate system onto the plane. The
grid co-ordinate system makes use of linear measurements from a pair of
fixed axes to determine location (Maling, 1973). The most commonly used
form of grid co-ordinate system for mapping is the regular or rectangular
grid. Here, the two axes are at right angles to one another and each is 
a straight line. The axes extend outward to infinity from an intersection
point called the origin. The horizontal axis is called the abscissa or the 
X-axis and the vertical axis is called the ordinate or Y-axis. Any unit of
measurement can be used to determine distance along each axis although
both axes should use the same units.

Figure 2.6 shows an example of a rectangular, planar grid co-ordinate
system in practice. Numbers on the X-axis to the right of the origin are pos-
itive while numbers to the left of the origin are negative. Similarly, numbers
above the origin on the Y-axis are positive while those below the origin are
negative. The geographical location of a point on the grid is defined using
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Figure 2.6 The grid co-ordinate system. The origin is the point at which both X and
Y are equal to zero.
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a pair of co-ordinates given in the form (X, Y) which give the positions of
the point in terms of its distance from the origin along the X and Y axes.
For example, in Figure 2.6 point A lies at location (3, 2) while point B lies
at location (–4, 1) and point C at location (2, –1). In general, the X 
co-ordinate of a point is known as its Easting and measures distances east
or west of the origin while the Y co-ordinate is its Northing and measures 
distance north or south of the origin.

We can now extend the process of map projection to a three-stage one:

1 Select a spheroid to model the shape of the Earth.
2 Choose an appropriate map projection.
3 Superimpose a grid co-ordinate system onto the projection and use this

to measure off distances and obtain positions.

The British National Grid

Now let us return to the readout on the estate agent’s GPS receiver. The 
second set of numbers, 541100 and 180800 are the Easting (X co-ordinate)
and Northing (Y co-ordinate) of the agent’s position on the British National
Grid co-ordinate system.

The British National Grid uses a spheroid model developed by Airy in
1830 to represent the shape of the Earth. It is based on a conformal (angle
preserving) cylindrical projection called the Mercator projection. In the
example shown in Figure 2.5 the cylindrical projection is centred on the
Equator and would give a good representation of the surface of the Earth at
that point. In the British case, the cylindrical projection is rotated or trans-
verse. The central meridian, which is the line of latitude that runs through the
centre of the projection, runs down the centre of the British mainland. It is
the meridian at 2� West of the Greenwich Meridian and the central point of
the projection is at 49�N, 2�W, a point about 20km south-east of St Helier in
Jersey (Maling, 1973). This gives good local coverage and minimal distortion
within a region of �3� east and west of the central meridian and means that
the projection covers the mainland of Britain well. Figure 2.7 shows how the
Transverse Mercator projection for Great Britain is orientated.

A regular grid co-ordinate system is superimposed onto the Transverse
Mercator projection to produce the National Grid itself. The Y-axis of the grid
is aligned with the central meridian of the map projection at 2� West, so that
all vertical grid lines are aligned in this direction which is known as grid north.
Because meridian lines converge at the North Pole and therefore are aligned
to true north, we will find that as we move east or west away from the central
meridian, grid north, which is aligned in the direction of the central meridian,
will begin to differ from true north. Figure 2.8 illustrates this effect.

This difference between true north and grid north is referred to as the
angle of grid convergence. In general, the graticule is not usually shown on
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a map where a rectangular grid co-ordinate system has been superimposed.
Instead of depicting the curved lines of the graticule on the map, and per-
haps causing confusion with the grid co-ordinate system, the values and
positions of lines of latitude and longitude are often marked along the edge
of the main map. For an example of this practice, refer to the British OS’s
1:50,000 Land Ranger series maps.

There is one additional complication. Consider Figure 2.9. The origin of
the National Grid is at the central point of the Transverse Mercator map

Maps and mapping  25

Figure 2.7 Orientation of the Transverse Mercator projection for the British
National Grid. The cylindrical projection has been rotated so that 
its central meridian is at 2�W rather than the Equator. Transverse 
projections are often used for areas that are not close to the Equator.
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Figure 2.9 The National Grid with the true and false origins shown (Maling, D.H.,
1973, Co-ordinate systems and map projections, George Philip & Sons).
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projection at 49�N, 2�W. Although the British mainland is north of the X-axis,
some parts of Britain are west of the central meridian of the projection and
will therefore have negative X grid co-ordinates. While this is perfectly
acceptable mathematically, it could be very confusing for users of the
National Grid. To overcome the problem, we renumber the grid lines as if 
the origin of the grid was actually west of the British mainland, creating a
false origin. This is located 400 kilometres west and 100 kilometres north of 
the true origin, and lies about 80 kilometres west of the Scilly Isles (Maling,
1973). The false origin is given a grid reference of X�0, Y�0. The National
Grid is then numbered from the false origin and so the true origin actually has
a grid location of X�400,000, Y��100,000. Figure 2.9 illustrates this point.

We are now able, finally, to explain the second readout on our estate
agent’s GPS receiver. The first number represents the X co-ordinate of the
agent’s position 5,41,100 metres (541.1 kilometres) east of the false origin
in the Scilly Isles. The second figure is the Y co-ordinate of his position,
1,80,800 metres (180.8 kilometres) north of the false origin.

The map: a window on the world

Now that we know how to define a position on a map, we can discuss other
aspects of the process of making maps and visualising information about land
and property data. Let us begin with a very big problem: the world we live in
is infinitely complex. This has far-reaching implications for the mapmaker,
since it is impossible for us to create a perfect representation of such com-
plexity. The solution has always been to be selective about what should be
included on the map and what can be omitted without losing the information
that we really need. The process of making a map is thus one of selection and
simplification. Rather than trying to consider everything, we simplify our 
representation of the world by including only those features that are of imme-
diate interest. A map is thus a representation or model of those aspects of the
world that are of interest to us. It follows that different people will probably
have different ideas about what is important and what is not important,
depending on their objectives and the tasks they need to carry out. The
process of map-making requires us to make choices about what to visualise
and what to omit and how to go about representing the phenomena of choice
effectively in order to convey the information we wish to depict efficiently.

Map scale

The scale of a map governs how much of the surface of the Earth it can
depict. A large-scale map represents only a small area, usually in great
detail, while a small-scale map covers a larger area but at the expense of
detail. The most common method of expressing map scale is the represen-
tative fraction. This expresses the scale of the map as the ratio between map
units and ground units. The larger the value of the fraction, the larger is the
scale of the map.
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Let us take some examples. The most detailed large-scale maps published
by the OS of Great Britain, which cover a ground area of 500 square metres,
have a representative fraction of 1/1,250. This means that 1 unit of meas-
urement on the map represents 1,250 ground units, so 1 centimetre on the
map represents 1,250 centimetres � 12.5 metres on the ground. The decimal
value of the representative fraction is 0.0008. In the small-scale case, a map
about 1 metre across representing the entire planet would need to be drawn
at a scale of approximately 1:40,000,000 (Clarke, 1999), giving a represen-
tative fraction of 1/40,000,000 or 0.000000025. Notice that the decimal
value of the fraction is significantly smaller. In this case, one unit on the map
represents 40 million ground units, so 1 centimetre on the map�40,000,000
centimetres � 400,000 metres � 400 kilometres on the ground.

There are two other common methods of expressing the scale of a map
(Robinson et al., 1984). The first is a simple verbal statement such as ‘1 inch
represents 1 mile’. The second is to use a scale bar. This is a line on the map
page which is subdivided to show the distance on the ground represented by
particular distances on the map. An example is shown below in Figure 2.10.

Representation and symbolisation on maps

Objects are represented on a map by means of a wide range of cartographic
symbols whose size and shape will be governed by the scale of the map, the
objects that the cartographer wishes to describe and the properties of those
objects that are deemed to be important. Over the centuries, the symbolism of
cartography has become partially standardised, especially on topographic
maps, but the enormous choice of symbols and variety of map types has
prevented rigid standardisation (Robinson et al., 1984).

In cartography, geographical phenomena tend to be represented using three
categories of point (non-dimensional), line (1D) and area (2D) features
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Figure 2.10 Example of a scale bar.
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(Figure 2.11) (Wright, 1955; Robinson et al., 1984). We will introduce each
of these briefly before continuing with our discussion.

Point features A point is a simple position, a dot on the map. It represents
the distinct location of an individual phenomenon. Point features are used
for different purposes at different scales. At large scales, features like bus
stops, trees, lamp posts or road signs might be represented by points. On
smaller scale maps, towns and cities might be represented by points. The
key concept behind the use of point data is the idea of existence of the
object in question at a single location (Robinson et al., 1984).

Line features A line is used to represent any feature that is elongated or
one-dimensional (1D). A river, a road, a footpath and an electricity transmis-
sion line are all examples of ground features that might be represented well
using lines. Even though such features always have width as well as length (the
breadth of a road or river, for example) they are often represented on maps
using single lines of varying degrees of thickness (Robinson et al., 1984).

Area features Area features are 2D extents. Parks, fields, development
sites, supermarkets, catchment areas, census districts, zones of vegetation
cover and floodplains are all examples of common geographical phenom-
ena that could be represented by such features.

Each of these representational approaches can be applied to many different
geographical phenomena, but all geographical phenomena can be represented
by one or more of them (Robinson et al., 1984). It is entirely possible to 
represent the same phenomenon differently on two maps. For example, the
city of London would be represented as an area on a map of southern
Britain. On a small-scale map of the world, London would probably be 
represented with a single dot.

Representing descriptive information

In an effective cartographic representation it is not usually sufficient simply
to mark the existence of geographical phenomena on a map. We are inter-
ested in conveying descriptive information about those phenomena as well,
such as whether a house is detached or terraced, whether a river carries
fresh water or salt water or whether the level of employment in an area is
high or low. Such descriptive information is an essential component of the
map-making process and will usually determine how the map features
themselves are symbolised. For example, roads may be shaded in different
colours to represent varying traffic carrying capacities. Different types of
woodland area might be assigned different symbols to differentiate between
evergreen and deciduous forests. In both these cases, specific descriptive
properties of the features on the ground have been used to differentiate
them from one another and govern the approach to symbolising them 
on the map.
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The use of attribute data in symbolising geographical phenomena allows
us to introduce a fourth method of representing geographical data: the use
of surfaces or volumes. It is often useful to consider how a particular attrib-
ute of the surface of the Earth such as temperature or height above sea level
changes as we move through space. An effective method of visualising this
variation is through 3D representation using a surface. Examples of such
surface models include the modelling of height above sea level, the density
of population, or mean surface temperature. In many cases such attributes
are measured according to a base level or datum (as in the case of height
discussed above). In each case the variation of the attribute of interest
across space is visualised on the map. An example of surface modelling is
shown in Figure 2.12.

Discrete and continuous characteristics

We can make a further distinction between attributes that are present at all
locations on the surface of the Earth and can potentially be measured any-
where and those that have distinct, clearly defined boundaries. The first type
is known as continuous characteristics. Two examples of such continuous
geographical characteristics are height above sea level and air temperature at
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Figure 2.12 An example of surface representation. This is a visualisation of height
variation across the Mt Saint Helens volcano in Washington, United
States of America. The picture on the left shows a relief shaded map of
the volcano, with contour lines superimposed. The same model is
shown in three dimensions on the right. This technique can be applied
to the visualisation of a wide range of continuous phenomena. Source
data were obtained from the US Geological Survey.
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the ground surface. Each could potentially be measured at an infinite 
number of points across the Earth. In contrast, the second type, discrete
characteristics, apply only to individual features like houses, cities or land
parcels whose geographical extents are clearly defined.

It is possible to convert discrete characteristics into continuous ones. 
A common example of this is the measurement of the density of occurrence.
For example, although the value of a particular parcel of land is a discrete
quantity that applies only to the geographical space occupied by the land,
the average value of land per square kilometre is a continuous characteris-
tic that could potentially be measured anywhere on the surface of the Earth.

Real and imaginary map features

Not all of the features on topographic or thematic maps are part of the
physical world we live in. Often we may wish to place abstract or imagi-
nary features on a map as well as real ones. We can therefore separate the
features on a map into tangible (‘real’) and intangible (‘imaginary’) objects.
Tangible map features exist as a part of the landscape. Examples are the
buildings, rivers and roads we have already discussed. Intangible features
are more abstract and are used to visualise particular characteristics of the
landscape without actually being a part of the physical world. The extents
of administrative areas like counties or districts are good examples of such
intangibles – these lines do not exist on the ground physically, but help us
to define and visualise information about the world. Similarly, measure-
ments such as population density or average income are abstract concepts
that can be used to visualise particular properties of ground features.

Generalisation and visualisation of cartographic data

We have said that the map can be thought of as a model of the world, and
that the process of constructing that model is one of selection and repre-
sentation. One of the most important tasks for the cartographer is to decide
how to represent different map features so as to display them clearly and
unambiguously for the intended audience. By its very nature, this process is
scale dependent and the selection of the map scale will have a profound
influence on what can be depicted on the map and the most appropriate
way of carrying out that representation.

This brings us to generalisation, a fundamental process in cartographic
construction, which is concerned with the effective representation on the
map of features of interest on the ground. Consider the task of mapping 
a small town. At large scales such as 1:1,250, 1:2,500 or 1:10,000 it will be
possible to show individual features within the town on the map – the
detailed shapes of the buildings, the roads and their kerbs, bus stops,
detailed descriptions of parks including tree positions, footpaths and so on.
If we reduce the scale considerably, for example to 1:50,000 or 1:1,00,000,
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these features will begin to blur and mesh together. At small scales it is no
longer effective from a representational point of view to depict them on the
map individually or to map their boundaries with great precision. Instead
we might use a single, shaded area with a greatly simplified boundary to
represent urban spaces. At even smaller scales it would probably be most
effective to represent the entire town as a single dot.

It is also important to note that symbolisation, especially at smaller
scales, is sometimes more effective if the size of map features are exagger-
ated or reduced. Exact representational accuracy is not always compatible
with effective communication. The lines representing features such as major
roads or railways are often much wider on small-scale maps than they
would be if represented accurately. The reason for this is simple – the accu-
rate lines would be so thin that the map-reader would hardly be able to 
distinguish them.

The user should have an idea of the accuracy and precision required from
a map depending on the application that is envisaged. As an example, OS
1:1,250 scale paper maps are stated to be accurate to approximately 
0.4 metres. When we buy a paper map the only way we can ‘zoom in’ is by
peering more closely at the map, perhaps with a magnifying glass. As we do
so the lines and other features on the map appear thicker and therefore tell
us intuitively that their accuracy cannot be assured at that closer level of
inspection. With digital maps that are viewed using a GIS, we can zoom in
to whatever scale we choose and (depending on the GIS we use) the lines
may well look the same, giving a false sense of precision at scales greater
than that which the map may have been surveyed at.

As a way of tackling this problem most GIS software allows the user to
‘switch’ thematic map information on and off depending on the scale that has
been chosen for display purposes. For example if a map comprises two 
layers of information; one surveyed at 1:10,000 and the other at 1:2,500
scale, the former will be switched off as the user zooms in to a scale of
1:9,999 or more. In this way, cartographic generalisation is built into the GIS.

It is important that the user considers the level of cartographic detail
needed at the start of a GIS project. For example, a local authority depart-
ment might ask for a small-scale boundary map to use in day-to-day work.
Later, when it is realised that the exact positioning of the map boundary
may determine whether a property receives a grant or not, a much more
detailed large-scale map may be needed. Such a request could be met with
little difficulty if the original data were surveyed on a large-scale map, 
but if data collection were tailored to the more generalised small-scale map
output, then the data would have to be resurveyed.

Topographic and thematic maps

Maps come in many different shapes and forms, but there are two important
families of maps that we will introduce here: topographic and thematic
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maps. Of these, the topographic map is probably the most familiar to most
of us. Topographic maps depict natural and man-made features on the 
surface of the Earth such as roads, rivers, towns and woodland. An example
is shown in Figure 2.13.

Thematic maps are somewhat different. They are drawn to depict specific
descriptive information about particular ground features and often greatly
simplify or omit other ground features entirely. Here are three examples of
thematic maps:

1 A map that uses data from the Census of Population to show levels of
unemployment in the counties of England;

2 A geological map showing the extents of soil and rock types;
3 A weather map showing rainfall levels or temperature characteristics

across a region.

In each of these cases ground features that are not directly relevant to the
theme of the map are usually omitted for clarity. For example, the map of
population at county level would probably show only the county boundaries
and the counties themselves colour coded according to unemployment levels.
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Figure 2.13 Topographic mapping from the OS 1:50,000 Landranger series of maps
of Great Britain.

Source: Crown Copyright, 2001, used with permission.



We can further subdivide thematic maps into three types that are widely
used in GIS. The first of these is the choropleth map. Choropleth maps
summarise data according to a defined set of reporting zones such as 
numbers of votes for political parties in different electoral districts or the
average price of property in the different counties of England. The 
socio-economic mapping example discussed above fits into this category.
On such a map, the theme of interest is summarised according to the
amount of occurrence in each of the reporting zones. An example is shown
in Figure 2.14.

The second type of thematic map is the area class map. In this case, it is
variation on the ground that defines the size and shape of the areas. This is
different from the choropleth map, where the sizes and shapes of the areas
are defined first and the variation on the ground is summarised in those
areas. Examples of area class maps are vegetation maps that show the
extent and size of different types of vegetation across a study area and 
geological maps that show subsurface geological patterns. An example of
an area class map for vegetation types is shown in Figure 2.15.

The third type is the isopleth map (from the Greek ‘iso’, meaning ‘equal’).
Isopleth maps are used to visualise a surface by joining up points of equal
value with lines. Perhaps the most familiar example is the contour map, on
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Figure 2.14 Choropleth map depicting relative scores on the Townsend Index of
Deprivation for the Boroughs of Greater London. In this example, a set
of reporting zones (the Boroughs) are superimposed onto the landscape
and the characteristics of all the points within those areas are 
summarised at Borough level.
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which the lines join points of equal height, and an example is shown in
Figure 2.16.

Another common application is the map of barometric pressure familiar
from television weather forecasting bulletins where isobar lines join points
of equal pressure. In the case of land and property management an appli-
cation of this type of map might be contour mapping of property prices
across a city or the calculation of drive times (‘isochrones’) from a devel-
opment site to other key locations.

Bringing geographical information into the computer

Modern cartographic processing is usually carried out with the aid of a com-
puter and the analytical capabilities of GIS are almost exclusively carried out
using computer technology. We will now begin to investigate how the 
concepts and principles of mapping that we have described in the previous
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Figure 2.15 An example of an area class map showing soil types. Different soil types
are colour coded and each area on the map is shaded according to the
underlying soil type. Image classification created using ERDAS imagine
and LANDSAT Satellite Imagery.



section are applied when we enter the digital environment. Computers allow
us to manipulate and visualise geographical information in exciting and 
powerful new ways. That said, the principles and concepts that determine
how effective a map is in representing aspects of the world apply just as
strongly to the creation and manipulation of digital maps as they do to our
use of traditional paper maps.

Contrasting digital and paper maps

Because of the way that printed maps are made, they have limitations. 
A printed map is a drawing on a piece of paper or plastic/film media.
Points, lines and areas are displayed using various symbols, shadings,
colours etc. A key or legend is then used to explain what all the symbols
mean. This has several implications.

First, the data on which the map is based must usually be simplified and
classified to represent them effectively on the map. This implies that the
mapmaker must interpret and filter the information subjectively and decide
how to deal with the issues raised in our discussion above. The map must
be drawn very accurately and the presentation has to be clear. Once the data
are on the map, they are fixed. It is time-consuming and expensive to
extract them again and altering the manner in which they are displayed will
require a complete redraft of the map.
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Figure 2.16 Contour mapping of height on Mt Saint Helens.

Source: Data provided by US Geological Survey.



Second there is the issue of the physical size of the map sheet. A common
problem with paper maps is that the area of interest may need to be repre-
sented by a number of map sheets, particularly when the map scale is large.
This may require the map user to move sheets around or work with 
more than one map sheet at once which can be cumbersome and time-
consuming. Also, the printed map is a snapshot at a given point in time, 
and may quickly become outdated and the material on which the map is
drawn may be unstable, so that its size and shape may change given 
exposure to different humidity levels or temperatures. Finally, because printed
maps are usually paper-based they may easily become damaged. While it is
certainly true that computer disks can also be damaged, the same map can be
stored lots of times on a computer system with relatively low cost.

By using computer systems, we can overcome a lot of the problems with
traditional maps. Large amounts of information can be stored cheaply and
accessed quickly. We can use the computer to bring together lots of different
pieces of information and synthesise them in an integrated product. The com-
puter can carry out complex and time-consuming cartographic assembly and
drafting work quickly and easily. Additionally, because we can store many
map sheets simultaneously in the computer we can browse an area without
worrying about map boundaries. We can also change scale freely and redraw
our map to show different levels of detail. Finally, we can project data into
three dimensions and explore and visualise them in ways that are impossible
with traditional maps. We can animate the progress of information through
time. Most importantly of all, the computer allows us to decide for ourselves
what we want to map and how we want to map it. Given all these advan-
tages, a word of warning is also necessary. Although the computer liberates
us from many of the restrictions of traditional cartographic drafting, the prin-
ciples of good cartographic practice still apply and many of the same deci-
sions about generalisation and symbolisation will still have to be made to
ensure effective depiction of the required information.

Storing geographical information in a computer

The world is in effect infinitely complex and this presents us with a seemingly
intractable problem. How can we represent an infinitely complex world in a
computer system with limited processing and data storage capabilities? The
answer is that instead of trying to represent everything, we make a computer
model that includes the essential information that we need. The computer can
be used to store simplified representations of those things that we need to
study and explore. A GIS database is therefore a model of the world.

How does this modelling process work in practice? We can define three
broad stages of activity:

1 Definition – what phenomena interest us and how are they defined?
2 Classification – how do these phenomena relate to one another?
3 Representation – how can we represent them in the computer?
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A GIS contains representations of things in the real world: objects like
houses, trees, roads, rivers and lakes. It may also contain representations of
artificial objects like contour lines and political boundaries or historical
information that no longer exists. It is important to remember that a com-
puter model of the world is NOT the same as the real thing: it is an abstrac-
tion. A computer model is limited by the decisions of the information
collector, the data that have been used to build the model and the way in
which it is represented in the computer.

Making a model of the world

We will take an example by considering the representation of a simple
everyday object: a house. The first stage of the modelling process requires
us to define what we mean by the term ‘house’. This might be more diffi-
cult than it sounds. For example, is the definition a generic one so that sin-
gle storey bungalows, apartments, detached houses and terraced houses all
fall within the same grouping, or do we require more detailed discrepancy
between different types of dwelling place? By thinking about these issues,
we have already introduced the concept of classification – we may have a
class of objects ‘house’ or ‘dwelling place’ within which there are a number
of subclasses.

Representing the house in the computer requires us to make a number of
new choices. The first concerns the level of detail that we are interested in.
At smaller scales, we may only require the location of the house to be
shown, so that a single dot indicating its position will be sufficient. At
larger scales, a more detailed plan of the extent of the property may be
required. At this stage we might like to revise our definition to take into
account the geography of the house – do we include the garden and any
outbuildings in our definition, or does this require a new set of concepts to
be included in our model of the world? We also need to decide what
descriptive information we need to include in the model. For example, we
may wish to record the total floor area of the house, the number of rooms
it has, the year it was constructed or its current market value.

Let us assume that we decide to record the house, its gardens and out-
buildings in the model. We have defined our objects of interest and how
they relate to one another. The final stage of the process is to encode this
information digitally so that we have a computer record of the house
including all of the information we need about it.

Storing information in a GIS

A GIS commonly stores two types of information. The first is geographical
or spatial information that is referenced in some way to the surface of the
Earth using a co-ordinate system or other framework and defines the 
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geographical extent of the objects of interest. The second is descriptive or
attribute data about those objects.

In order to use the GIS to answer questions about the world, we need to
organise this information efficiently. To do this, we need to employ one or
more data structures. A data structure can be simply defined as a way of
organising information inside a computer system. A simple example of 
a data structure is an ordered list, for example a set of different tree species
arranged alphabetically:

� Ash
� Beech
� Cedar
� Chestnut
� Elm
� Oak
� Olive
� Pine
� Walnut.

The way information is organised in a computer will have a profound effect
on our ability to retrieve it quickly and to process it in different ways. In the
list of trees shown above, the information is organised into ascending alpha-
betical order and we can use this fact to search efficiently through the list. If
the list were not alphabetically ordered we would need to look through each
entry individually to find the information we required. If the list were much
longer, perhaps including thousands of names, this process would be very
lengthy. In a similar manner, the more complex data structures that are used
to store geographical information will affect our efficient use of that infor-
mation. We will introduce data structures for storing geographical informa-
tion by considering some of the most widely used methods.

There are two commonly used data structures in GIS – vector approaches
and raster approaches. In the vector approach, objects on the ground are rep-
resented using three simple building blocks: points, lines and areas. Line and
area features are composed of linked sets of points and objects like houses or
parks are modelled by connecting points together with straight lines and
grouping the lines into areas. In the raster approach, the area of interest is
divided up into tiles or grid cells of equal size and geographical extent. Cells
are then coded according to the properties of the area they cover.

Organising and representing vector data structures

For a vector database to adequately represent information about the real
world, it must allow us to define the geographical extent of objects and 
permit the attachment of pertinent descriptive information to these objects.
The software that is used to achieve this goal normally consists of a mapping
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program attached to a database. Information about the vector structure is
stored in the database and used by the mapping program to display infor-
mation on the screen.

We have seen that the vector structure is based upon three primitive
objects: points, lines and areas. How might we represent these features in
the GIS? Individual GIS systems have different approaches to this problem,
but the example below shows how we might use the simple building blocks
of point, line and area to create a vector database and demonstrates the
broad principles of the data structure.

Representing points

Point features are quite simple to handle. Each point has an X co-ordinate,
a Y co-ordinate and a unique identification number. The identification
number allows us to differentiate between the different points.
Geographical co-ordinates for each point are stored in a database alongside
its identification number. Figure 2.17 provides an example.

Representing lines

In the simplest case, line features can be stored as strings of co-ordinate
pairs. Consider Figure 2.18, which consists of five different lines. Each line
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Figure 2.17 Representation of point features. Each point on the map is given 
a unique identification number in the database. These numbers link to
the co-ordinates of the points in a table and can be used to position
them on the map.

ID No. X co-ordinate Y co-ordinate

1  567348  175348 

2  567383  175683 

3  567101  175900 

4  567922  175091 

3 
2 

1 

4 



is made up of a series of points, whose co-ordinates are known and stored
in a database. We can store a line by making reference to the identification
numbers of the points that comprise it. This in turn can be cross-referenced
to a table of points that contains the geographical co-ordinates of each
input point. For Figure 2.18, that table might look like this:

Line Points

Orange 1,2,3,4,5,6
Cyan 3,7,8
Blue 4,9,10,11
Purple 9,12,13
Green 14,5,15

The problem with representing line features in this way is that we do not
know very much about them. We cannot answer questions such as ‘Does
the blue line join the orange line?’ without carrying out additional calcula-
tions to work out which points are at the beginning and end of each line. It
would be very helpful to know more about the interconnections between
the lines, and so the simple data storage method that has been shown is
often extended to include additional information.

Maps and mapping  41

Figure 2.18 Representation of lines in a GIS.
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Link and node structures for line features

A commonly used addition to the simple method of storing lines described
above is the link and node approach. Here, a line is defined as having 
beginning and end points referred to as nodes, while the line and its 
component points between the nodes become a link. A link can be defined 
formally as a series of non-intersecting line segments with no connection to
another link except at the start or end point. A node is defined as the start
or end of a link, can be shared by many links and is only stored once, which
is not the case in the simple structure described above. Consider Figure
2.19, which shows the link and node structure for the lines in Figure 2.18.
You will see that the original set of five lines has been split into ten lines,
each beginning and ending at an intersection between lines or an uncon-
nected end point.

Storing the link and node structure

The link and node data for the structure in Figure 2.19 can be represented
using two cross-referenced tables – an example is shown here.

The link and node structure allows us to store information about the 
connectivity of points and lines. The connectivity of links is expressed in
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Figure 2.19 Example of a link and node vector data structure based on 
Figure 2.18.
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terms of their ‘direction of flow’, usually in the direction of data capture,
and recorded using a ‘from node’ and a ‘to node’. In the example, link 3
goes from node 8 to node 10. From link 3, we know that we can go to link
10 or link 4, for example. By storing information in terms of links and
nodes, we are able to navigate through the line network.

Extending the link and node structure to polygon features

Until now we have only considered point and line features. We also need to
consider the storage of area features, ideally in a manner that will allow us
to find out information about the relationships between them. Fortunately,
the link and node structure can be extended to cope with the storage of
information about areas.

Consider the diagram in Figure 2.20 and the accompanying tables. In this
case we have constructed four areas (polygons) from a link and node struc-
ture. Because we know about the connectivity between nodes we can work
out which links are connected and which polygon each set of links encloses.
Similarly, we can use the connectivity information in the structure to work
out which polygon is next to others.

Using such a structure, we can derive information about the spatial rela-
tionships between polygon features. The new table is then cross-referenced
to the previously derived link and node structure that defines the positions
of nodes and the structure of individual lines. In this structure, there is
little duplication and geometrical updates are easy to maintain. However, 
if geometry is altered, topology will need to be reconstructed.

This type of structure can be easily integrated with a standard relational
database architecture. It is predicated on the existence of a unique identifi-
cation number (or sequence of unique attribute values) that sets each 
record apart from the remainder of the database. Using this unique number,
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Links table Nodes table

Link From node To node ID XY Links

1 1 2 1 X1, Y1 1
2 2 11 2 X2, Y2 1,2,5
3 8 10 3 X3, Y3 5,6,10
4 9 8 4 X4, Y4 6,7,8
5 2 3 5 X5, Y5 8
6 3 4 6 X6, Y6 9
7 7 4 7 X7, Y7 7
8 5 4 8 X8, Y8 3,4,10
9 4 6 9 X9, Y9 4

10 3 8 10 X10, Y10 3
11 X11, Y11 2
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Figure 2.20 Storing polygons using the link and node structure.
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information about a single geographical feature can be held in several data
tables and cross-referenced. The vector structure can also be easily linked
to a standard database management system, allowing for the storage of a
wide variety of descriptive information for each vector feature.

Polygon Links

P1 2,9,7,4
P2 4,5,1
P3 8,6,9
P4 6,3,5,7

Link Left poly Right poly From poly To node

1 P2 0 1 5
2 0 P1 1 2
3 P4 0 5 6
4 P1 P2 1 4
5 P4 P2 4 5
6 P3 P4 3 6
7 P4 P1 3 4
8 P3 0 6 2
9 P3 P1 2 3



Benefits and limitations of the vector data structure

The precision of the vector structure allows for high levels of cartographic
accuracy in the representation of geographical phenomena. It also permits
selective sampling, so that the user can choose which objects to record and
how much detail is required. At the same time, the structure can be extended
to permit the easy encoding of relationships and connectivity between objects.
As such, the structure is highly effective for the representation of networks and
the retrieval of information using spatial relationships. Additionally, the 
vector structure can cope with the storage of a wide range of descriptive 
information about the phenomena of interest, particularly when linked to a
database management system. Given these advantages, vector structures are
the most commonly used method of storing information about land and 
property databases. Features like buildings and land parcels can be stored 
with high levels of accuracy, which is particularly important when recording
property boundaries and measuring characteristics such as square footage.

There is another side to these benefits. The vector data structure can be
misleading because of its precision. The appropriateness of high precision
data storage is dependent on the accuracy of the land survey or other record-
ing method that was used to collect the vector data in the first place. For
example, the Ordnance Survey of Great Britain quotes an average accuracy
of 0.4 metres for its large-scale Landline data sets. This would allow for 1
decimal place of precision in the representation of National Grid co-ordi-
nates. However, many modern GIS systems store co-ordinate information
with a precision of 5 or 6 decimal places. This is much more precise than even
the most accurate of land surveys and in the case of OS large scale data would
suggest that measurements are accurate to one thousandth of a millimetre!

Boundaries in the vector structure must be clear-cut. This works well
when modelling the built environment but is less successful when used to
represent natural phenomena that do not exhibit such behaviour.
Boundaries between soil types or vegetation zones tend to be graduated and
do not lend themselves to precise representation in this manner and a note
of caution must therefore be sounded when using the structure for modelling
these types of geographical data.

The vector structure is quite complex and geometric operations such as
the overlay of different sets of data or the generation of new data sets based
on spatial relationships are computationally intensive. Effective vector rep-
resentation also requires large amounts of preparatory structuring to build
topological relationships.

Organising and representing raster data structures

An alternative method of spatial data representation can be found in the
raster data structure. Some common examples of raster data sets used in
GIS include satellite imagery, aerial photography, scanned imagery (e.g.
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maps that have been digitally scanned) and elevation data. A raster is cre-
ated by subdividing geographical space into contiguous cells (usually square
or rectangular and all the same size). The cells cover the area of interest,
forming a mosaic or grid. Figure 2.21 provides an example.

Each grid cell in a raster can store a single attribute value. For example, in
the case of a black and white photograph, this value might be a number from
0 to 255 describing the brightness of the cell from black (0) through many
levels of grey to white (255). It follows that to store many different pieces of
information using the raster method we will need to create many different
rasters covering the same area. These are commonly known as raster layers.

Consider the familiar topographic map. Such maps often depict lots of
information – county boundaries, road networks, railways, cities and
towns, water features and so on. Each of these different themes would nor-
mally be stored in a different raster layer. A typical raster database might
contain hundreds of layers, each consisting of thousands of grid cells.

Properties of raster layers

There are two important characteristics associated with raster layers. The
first of these is the resolution of the raster. We can define resolution as ‘the
minimum linear dimension of the smallest unit of geographic space for
which data are recorded’ – in other words, the length and breadth of 
a single cell in the raster.

The reader will probably be familiar with the terms ‘high resolution’ and
‘low resolution’ from the computer graphics industry, where they refer to the
amount of detail that is recorded in a graphical display. In the same way, 
a ‘high resolution’ raster data set contains lots of detail – this means lots of
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Figure 2.21 The raster data structure. Cells are coded according to the ground
cover onto which they are superimposed.
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cells, where the geographical area covered by an individual cell is quite
small. ‘Low resolution’ refers to the opposite case – fewer cells that cover 
a larger geographical area and provide correspondingly lower levels of
detail. Figure 2.22 provides an example. The figure shows the same set of
elevation data portrayed with a raster grid cell size of 90 metres (left) and
1,000 metres (right). Notice how the detail levels on the lower resolution
data set are substantially reduced.

The second important characteristic of a raster is its orientation. We can
define this as the angle between true north or grid north and the direction
defined by the columns of the raster. Figure 2.23 shows two examples. The
first grid is oriented in the direction of grid north. The second has an 
orientation of approximately 45 degrees from grid north.

Although raster data produced from scanned paper maps will usually
have the same orientation as the map projection of the original map, the
same is unlikely to be true of raster data obtained from other sources such
as orbiting satellites or aerial photography. Before raster data can be com-
bined with other information in a GIS, it must first be correctly aligned in
relation to grid north and the map projection that is being used.

Storing information for raster cells

Raster cells can be assigned a wide range of different data values, includ-
ing numbers, labels, logical variables and dates. Exactly what can be stored
will be dependent on the capabilities of the GIS software that is used to
manipulate the raster. Each cell in the raster layer is assigned a value.
Multiple layers will be required to store a range of descriptive information.

Locating raster cells

The location of a raster cell is usually defined by an ordered pair of 
co-ordinates that identify the location of an individual cell in the raster by
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Figure 2.22 An example of high resolution (left) and low resolution (right) raster
data. Notice that the grid cells on the right-hand example are much
larger than those on the left, giving a correspondingly coarser repre-
sentation of the landscape.



its row and column references. Usually, the true geographic location of one
or more corners of the raster is known and assuming that the resolution of
the raster is also known it is then easy to derive grid-referenced co-ordinates
for individual cells. Let us take an example.

Consider the simple raster data set in Figure 2.24. It consists of six rows
and six columns. If we want to describe the location of grid cell X in the
figure, we do so using its row and column numbers. Usually, numbering of
raster cells starts at the bottom left. If we assume that this is the case in our
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Figure 2.23 Raster orientation in relation to true north. The left raster is oriented
in the direction of north. The right raster is oriented to approximately
45 degrees from true north.
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Figure 2.24 Positioning on a raster grid. Cell X has grid location X � 3, Y � 3.
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example, grid cell X is in row 3 of the raster and column 3 and so its cell
location would be (3,3).

Now let us assume that the raster has a cell resolution of 50 metres. Each
grid cell is 50 metres across and 50 metres from its northern edge to its
southern edge. If we know the location of the bottom left-hand corner of
the grid in map co-ordinates, we can calculate the position of cell X in map
co-ordinates. Assuming that the bottom left-hand corner of the raster has
map co-ordinates (1000,1000) then it is quite straightforward to work out
the co-ordinates of other cells in the raster. The bottom left-hand corner of
our grid cell X at row 3, column 3 of the raster (marked with a black dot
in Figure 2.25) will have map co-ordinates of (1100,1100)* while the centre
of cell X will have grid co-ordinates (1125,1125).1

Benefits and limitations of raster structures

The key advantage of the raster data structure is its simplicity, and this
brings with it some important benefits. Many operations such as the over-
lay of data layers on top of one another or the definition and selection of
groups of cells based on distance from specified points can be carried out
very efficiently using raster methods. Similarly, operations requiring the 
re-coding of grid cells like colour shading or reclassification are very rapid.
These techniques are discussed in more detail in the next chapter.

The simplicity of the structure is also its major limitation. It is difficult to
represent objects with a sufficient level of cartographic precision using
raster methods, since the resolution of the raster grid needs to be prohibi-
tively high to capture an equivalent level of detail. Similarly, the topologi-
cal relationships that can be encoded into the vector structure are much
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Figure 2.25 Spatial referencing on a raster grid.
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harder to represent using a raster. For these reasons, raster data structures
tend to be used less than vector structures for handling land and property
information. Their most common application is in the representation of
aerial photography for overlay by vector data.

A related problem is the assumption that the occurrence of a cell value is
geographically consistent throughout a grid cell. This may prove to be inac-
curate, as the boundary of two features or categories on the ground might
cut across the middle of a raster cell. The possibility that the cell is not inter-
nally homogeneous increases as the resolution of the raster is reduced.
Figure 2.26 illustrates this using the simple example of a stream flowing
into a lake.

Although the layer-based model described above is commonly used it
often results in large numbers of raster layers. Some GIS packages have
overcome this problem by allowing for the linkage of raster data to data-
base management systems which permits the storage of multiple variables
against a single raster layer (DeMers, 2000).

A final problem is that of storage space. The simplicity of the raster 
structure means that it requires large amounts of disk space to store in a
raw, uncompressed form. Although the cost of computer storage today is
extremely low, there are related performance issues in the transfer of large
volumes of data to and from the computer disk. As a result, extensive use
has been made of compression methods and more complex data structures
for the representation of rasters. A review of these methods is beyond the
scope of this chapter. The interested reader is referred to standard texts on
GIS such as Burrough and McDonnell (1998), DeMers (2000), Laurini and
Thompson (1992) for a more detailed treatment of the topic and some oper-
ational examples.
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Figure 2.26 Comparison of vector and raster representations. In the vector case on
the left, it is possible to model the sinuosity and extent of the stream
and lake quite accurately. The raster on the right provides a much
cruder representation and cells are classified as ‘stream’ or ‘lake’ when
only a small component of the cell actually contains these features.
Representation could be improved by increasing the resolution of the
raster, but this increase would need to be substantial to achieve the
accuracy of the vector structure.



Summary

In this chapter, we have considered ways in which geographical information
can be represented visually using maps and the underlying co-ordinate sys-
tems and models of the shape of the Earth that underpin them. We went on
to consider how such information can be encapsulated digitally in a com-
puter system, and the data storage methods that are used to hold and
manipulate digital geographical data. We explored the use of simple spatial
features such as points, lines and areas to characterise particular objects.
We also considered ways of using the map to depict the characteristics of
those objects with different types of symbolisation and use of colours.

Two families of maps are commonly used within a GIS environment.
Topographic maps depict important features of the landscape in symbolic
form. Thematic maps allow for the representation of particular ideas about
landscape features or the populations that live in them, such as political
affiliations or social characteristics, in detail. Both types have uses in the
context of property management.

Maps are dependent upon underlying methods of locating phenomena on
the surface of the Earth. Concepts of co-ordinate geometry, the use of map
projections and national grids are fundamental. These ‘behind the scenes’
characteristics of geographical data have a profound effect on the shapes
and areas of objects on the map and will determine what types of analyti-
cal processing can be undertaken with them.

There are numerous methods of representing geographical information
digitally. The most commonly used are vector and raster-based methods of
representation. In the former case, objects are represented by intercon-
nected points, lines and area features. In the latter, a mosaic of cells is super-
imposed upon the landscape and coded according to the information that
lies within each. These structures can be used to store information about
geographical features, including data about connectivity and linkages
between features.

It is important to emphasise that the production of a map is a selective
procedure. It is impossible to represent fully the infinite complexity of the
world we live in (or even a small part of it) on a 2D piece of paper. We
restrict the content of the map to features of particular interest. The choices
we make about which features are important and the map projections and
co-ordinate systems we use to position them are critical.

The choices of the mapmaker about the use of colour and the sizes 
and shapes of symbols on a map can radically affect the way in which the
information on the map is perceived. The goal of the mapmaker is therefore
to produce a map that shows the information that is to be portrayed as
clearly and unambiguously as possible and minimise the possibility of mis-
leading or misinforming the map reader. Monmonier (1996) provides an
excellent treatise on the various ways in which maps have been used to 
confuse or mislead (deliberately or accidentally), and his book is heartily
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recommended as an introduction to the many pitfalls of cartographic
endeavour.

These issues of selectivity and personal choice extend to the digital rep-
resentation of geographical phenomena. The digital mapmaker is bound by
the same rules of cartographic good sense as the traditional cartographic
draughtsman, but has additional problems to contend with. The ways in
which geographical data are represented digitally and the nature of the
linkages between them will have far-reaching consequences for the types of
analysis that can be performed upon them. The GIS user is simultaneously
a cartographer and an information analyst and must treat both roles with
appropriate gravity.

Note

1 We can calculate these values because we know the co-ordinates of the bottom
left corner of the raster and the cell size in metres. Cell (3,3) has a bottom left-
hand corner that is 100 metres east of the origin and 100 metres north of it, hence
it is located at (1000 � 100), (1000 � 100). The centre of the cell is a further 
25 metres east and north of the bottom left corner, i.e. at location (1000 � 125),
(1000 � 125).
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Introduction

Chapter 2 introduced the basic concepts that underpin the technology of
GIS and discussed how GIS systems store and manipulate geographical
information. In this chapter we will move on to examine the use of GIS as
a tool for exploring, interrogating and visualising data. We introduce some
of the common analytical capabilities of GIS and show how standard tech-
niques that are available in most commercial GIS packages might be applied
to the analysis of land and property data.

In the first part of the chapter, we consider some different approaches to
mapping and presenting information with GIS. We go on to discuss the use
of GIS for exploring spatial relationships and combining data from differ-
ent sources. Finally, we consider some of the possibilities that are available
for data visualisation and manipulation using GIS.

Many of the topics introduced here are quite complex and the objectives
of the book preclude a detailed treatment of all of them. Other authors dis-
cuss the application of particular methods in more depth, and the annotated
bibliography at the end of the chapter is designed to point the reader to
other references that complement the material covered here and provides
more detail about the application of specific techniques.

Mapping and presenting information with GIS

All GIS packages have the ability to produce high quality thematic or topo-
graphic maps from the feature data stored within the system. Datasets such
as topographic maps, aerial photographs, satellite imagery and complex
databases can be combined and visualised concurrently. Map annotation,
scale bars and legends can all be generated and placed on the map by the
user. In many cases, insets showing more detailed portions of the main map
can also be produced. More advanced systems also allow the user to define
their own symbols to fit in with house styles and existing practice. Because
the GIS commonly incorporates a database of thematic data, extra analytical
information such as graphs and charts or summaries of tabular data can
often be included alongside the maps.
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Geographical Information Systems brings a high level of flexibility to the
processes of topographic and thematic mapping. Whether or not features are
included and how they are symbolised on the map, the map scale and ancil-
lary textual information are decided by the user. Complex drafting proce-
dures are completed automatically by the computer from the geographical
data structures discussed in Chapter 2. This high level of cartographic power
brings with it some potential pitfalls. The user needs to be aware of carto-
graphic good practice such as the choice of appropriate symbolisation, an
appropriate number of categories and colour schemes for effective visualisa-
tion of the information that is to be mapped and the limitations of scale and
generalisation caused by source data. We introduced these topics in Chapter 2.
More in depth coverage is available from standard cartographic reference
works such as Robinson et al. (1987) and the reader who is unfamiliar with
cartographic principles is advised to investigate further.

Mitchell (1999) has produced a useful typology of common mapping
operations that can be carried out using standard GIS techniques:

� Mapping a single feature type
� Mapping by category
� Mapping using quantities and ratios.

We will discuss each of these approaches briefly.

Mapping a single feature type

It is often necessary to produce a map showing the geographical distribu-
tion of a single feature type such as houses, roads, railways or towns. In this
case, all of the features are usually assigned a single symbol. For example,
in the case of roads this might be a red line, or, in the case of towns, a black
dot. It is unusual to produce a finished map showing a single feature type.
Instead, some background information is often included to provide a context
for the information that is presented.

Consider Figure 3.1. It shows the distribution of electricity generating
power stations in Great Britain. Each facility is represented by a grey dot.
Context is provided by an underlying map of administrative areas that
allows us to locate the power stations.

Mapping by category

It is a common requirement to depict different categories of the same fea-
ture on a map. In the power station example we might be interested in the
generation methods used, for example coal fired, oil fired, gas powered or
nuclear facilities. We may require information about different classes of
road from local routes to national motorways or different types of land use
zoning in a town centre.
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Figure 3.2 shows the same power stations categorised by type into six
groups and shaded accordingly.

Mapping using quantities and ratios

More elaborate possibilities become available when we introduce numerical
information into a mapping project. The most common methods of visual-
ising such information use graduated colours or different shading patterns to
describe the values of variables in particular areas while variations in sym-
bol size and colour can be used to depict different levels of magnitude for 
a numerical value at point locations or along lines. Consider Figures 3.3 and
3.4. The first shows the power stations from the previous examples using
proportional symbols to map an artificial variable whose value ranges from
1 to 10 at individual stations. The second uses local education authority data

Figure 3.1 An example of single feature mapping showing the location of power
generating facilities in Great Britain.
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for choropleth mapping to visualise General Certificate of Secondary
Education (GCSE) performance in the boroughs of East London. The choro-
pleth map is combined with a second GIS data layer showing the actual loca-
tion of the schools from which the data were collected. A proportional symbol
map could have been created just as easily at the individual school level, with
large symbols representing higher levels of exam success than small ones.

When mapping numerical data it is common practice to introduce ratio
measurements to visualise averages, proportions or densities, particularly
when working with data that are aggregated to a particular area level

Figure 3.2 Shading of a single feature type according to category.
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(Mitchell, 1999). We produce such ratios by dividing the variable of interest
by a second measurement for the same area. Percentage measurements are
commonly used to summarise ratio variables, and the exam success example
shown in Figure 3.4 provides an illustration of this approach. In each 
borough, the total number of students passing at grades A to C has been
divided by the total number of pupils and the result multiplied by 100 to give
a percentage pass rate between 0 and 100.

An average value for an area can be created by dividing the variable of
interest by a second variable to give us a rate per unit of the second variable.
For example, if we know the total value of all of the residential properties

Figure 3.3 Proportional symbolisation of power generation facilities.
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within an area, we can calculate the average residential property value for that
area by dividing the total value by the total number of residential properties
present in the area. Similarly, if we know the total amount of retail floor space
that is available in a town centre and the number of retail premises in that cen-
tre, we can calculate the average amount of floor space per shop in the town
centre. Such information is very useful for visualising the differences between
areas as we can quickly see which ones score more highly than others do.

Dividing the variable of interest by a second variable of which it is a sub-
set produces a proportional measurement. For example, to visualise the pro-
portion of vacant properties in an area we would divide the number of vacant
properties by the total number of properties in the area. Percentages are par-
ticularly useful for visualising and comparing proportional measurements.

Density measurements provide a value of incidence per unit area (the area
units of interest might be square metres, square miles, square kilometres,
hectares or any other valid area measurement). They are very useful for
describing the differences between areas, since they take account of the rel-
ative sizes of the areas. Densities are calculated by dividing the variable of
interest by the size of the reporting region given in the area measurement
units of interest. To calculate the average property value per square 
kilometre for a region, we would divide the total value of all the properties in
that region by its area in square kilometres. Once again, these measurements
are very useful for differentiating between areas.

Figure 3.4 Choropleth mapping of student GCSE performance in the Boroughs of
East London. Percentage of students attaining 5 or more GCSE passes at
grades A–C, 1999. 

Source: London East Training and Enterprise Council, 1999.
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Choosing classes and colours on a map

In general, it is advisable to limit the number of categories shown on a map
to at most six or seven different types for a specific geographical feature
type (Mitchell, 1999; Robinson et al., 1987), particularly when using
colour to distinguish between map features. Robinson et al. (1987) note
that the ability to recollect hues and retain a visual impression is quite
restrictive and that where colour is used to distinguish one feature type
from another the colours should be as different as possible. Mitchell points
out that too few categories may not reveal sufficient information about the
geographical patterns present in the study area, while too many categories
may hide important patterns.

In general, if the number of categories to be mapped is less than seven, it
is acceptable to use different hues of a single colour for mapping. Where a
distribution of values fits clearly into two groups then it is useful to employ
one colour for the first group and a second for the other. If the data to be
mapped varied from �50 to �50, for example, we might choose shades of
blue for values below zero and shades of red for those above zero, with zero
itself represented using white. This rule of thumb can be extended where
multiple groups occur, with the restriction that the more colours and shades
we use, the more difficult it will become to interpret the map.

Observers will tend to associate darker hues with higher values, so it is
important to take account of this when producing maps. Additionally, the
human eye is more attracted to some hues than others and is able to distinguish
different shades of some colours better than others. Red, green and yellow elicit
more response than blue and purple (Robinson et al., 1987) but it is easier to 
distinguish between shades of purple and blue than some other colours.

There may be important cultural or social significance attached to par-
ticular colours. This could influence the visual impact of the map for dif-
ferent observers. There are also cartographic precedents such as the use of
‘standard’ colour gradients for relief or bathymetric shading that the 
conscientious mapmaker will need to take account of.

When the number of categories to be displayed and the colour scheme to
illustrate those categories have been decided, there remains the question of
how to apportion the individual map features to different classes – where
should the break points between classes lie?

Choosing break points between classes

A critical choice for the mapmaker is where to define the boundaries
between classes that are used when mapping values of a particular variable.
There is considerable cartographic literature on this topic. Generally, it is
useful to look at the distribution of the variable under consideration using
exploratory statistical procedures and graphical tools like histograms or
cumulative frequency graphs to gain some understanding of how variation
occurs and use this to determine an appropriate method of classification.



Most GIS systems are able to calculate an appropriate set of class intervals
using standard classification procedures given a user-defined number of
classes for the map and will apportion individual features to classes appro-
priately. Many also have the functionality to explore the characteristics of
the data using graphs and summary statistics before determining classes.

There are several common techniques employed for determining breaks:

1 The ‘natural breaks’ method developed by George Jenks (1977) using a
refinement of Fisher’s earlier algorithm for finding class boundaries
(Fisher, 1958). This method searches for large jumps in the data values
and fixes the class boundaries where these jumps occur, reflecting the
natural groupings of the data. It is quite effective at showing the dif-
ferences between high and low values where there are marked discon-
tinuities in the data, but less useful if the distribution of data varies
smoothly from low values to high ones.

2 Equal interval classification, which simply divides the data into n
classes of equal size. While simple in concept, this approach should be
treated with caution as it imposes an arbitrary scheme onto the data
without any consideration of how the data themselves behave. The
method is least successful where there is bunching of values or sharp
breaks in the data and will usually under emphasise patterns if discon-
tinuities do not occur at equal interval class boundaries.

3 Quantile classification, which partitions the data so that there are an
equal number of members in each of the n categories in the classifica-
tion scheme. This method is useful for balancing class membership and
should emphasise high and low values quite well, although extreme
values will be grouped with lower scores.

4 Classification using mean and standard deviation, whereby classes are
defined according to the number of standard deviations from the mean
into which they fall. This method is very useful for defining high and
low extremes in the data, but will only work well if the data are evenly
distributed around the mean and do not exhibit skewness. Plotting the
source data using a histogram should quickly show whether or not this
is the case and whether the method is effective.

In order to show the differences between the methods four maps were 
created. The Townsend Index of Deprivation was used as the input variable.
This measures social deprivation, with a negative score indicating low lev-
els of deprivation and positive scores indicating progressively higher levels
of social deprivation. All of the maps had five classes at census ward area
level. The only change that was made was in the classification method used
to determine class boundaries. The results are presented in Figures 3.5 to
3.8. Consider the differences between the resulting maps. The class bound-
aries that result from each classification technique are shown in Table 3.1.
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Figure 3.5 Classification of deprivation using the natural breaks method.

Figure 3.6 Classification of deprivation using the equal intervals method.



Figure 3.7 Classification of deprivation using the standard deviation method.

Figure 3.8 Classification of deprivation using the quantiles method.
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Using geographical relationships in spatial analysis

A key advantage of GIS technology lies in its ability to manipulate and
retrieve information based on geographical patterns as well as the more tra-
ditional selection by descriptive criteria that is available in less specialised
database query and analysis. We can use GIS not only to select features of
interest, but also to see where they are and how they are related to one
another using digital maps. This allows us to ask questions that are difficult
to formulate using a standard database. Examples might be:

1 Identify all of the vacant one- or two-bedroom residential properties in
the London Borough of Camden that are within 2 kilometres of an
underground or main line rail station, are less than 1.5 kilometres from
the nearest superstore and have a market value of between £150,000
and £250,000.

2 Select all of the office buildings in a property portfolio that have broad-
band internet access, from three to five vacant office units of at least
1,000 square feet, existing information industry clients, short lease
terms available and are within 2 hours drive or 1 hour by train or tube
from central London.

3 Locate all of the vacant warehouse retail premises within 15 minutes
drive of the M25 motorway that are connected to a slip road that is
accessible by heavy lorries, and which are already part of an established
retail park and can offer at least 1 square kilometre of customer 
parking space.

In this section we will examine the capabilities of GIS for retrieving infor-
mation using geographical relationships. We begin with basic operations
like measuring distances and proceed to consider more complex geographical
queries.

Simple geographical measurements

Using a digital map, we can carry out simple tasks like distance measure-
ment quickly and easily. In Figure 3.9 we have measured the straight-line
distance from a house to the nearest railway station.

In a similar way, measuring the length of features like fences, roads or
railways is straightforward and we can also obtain the perimeter or area of

Table 3.1 Upper boundaries of classes for different classification procedures

Classification Class 1 Class 2 Class 3 Class 4 Class 5

2.6 Nat. Breaks �1.08 1.49 4.16 6.89 9.71
Eq. Intervals �1.3 2.06 5.43 8.80 12.17
Quantiles �0.65 1.77 3.87 6.10 8.73
Std. Deviation �2.36 1.87 6.1 10.3 14.5
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geographical features like shops or vacant sites in units of measurement that
we deem to be appropriate.

What is where and where is what?

When we link a digital map with a database, two new methods of geo-
graphical query become available. We can find out the characteristics of
features on the map by selecting them interactively, usually with a mouse.
In Figure 3.10 we have selected a land parcel from the map and are able to
interrogate the database record that pertains to that parcel.

The reverse – displaying objects on the map as a result of a database
request – is also possible, assuming that the database contains the informa-
tion that we need. In Figure 3.11 we have stipulated that we wish to find
all the land parcels that are used for residential purposes, have a value
between £1,20,000 and £2,00,000, have three or more bedrooms and were
built after 1925. This is a simple database query, but the results can be dis-
played on the map. In this case those properties that fulfil the criteria of the
GIS query are highlighted.

What is next to what?

In Chapter 2, we introduced the concept of GIS data structures. These
methods for storing geographical data provide the user with the ability to

Figure 3.9 Measurement of straight line distance.

Based upon the 1:1,250 Scale Landline® map with the permission of the controller of
Her Majesty’s stationery office © crown copyright
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interrogate a GIS using the relationships between geographical features as the
basis for queries. New modes of query become available to us through this
facility. We can discover which features are near to or linked to other features,
or how different groups of features are related to one another in space.

Figure 3.10 A simple geographical query, using the digital map to identify a feature
and then retrieving its characteristics from the database.

ID: 125000119  
Area: 2,500 
Owner: LB Barking 
Address 59 North Avenue  
Land use: Education 
Value: £500,000  

Based upon the 1:1,250 Scale Landline®  map with the permission of the controller of
Her Majesty's stationery office © Crown copyright 

Figure 3.11 Visualising the results of a database query on the map.

Where are the houses that I 
might want to buy?
Land use = Residential 
Value = £1,20,000 – £2,00,000
No. of bedrooms = 3 or more 
Age = Post 1925

Based upon the 1:1,250 Scale Landline®  map with the permission of
the controller of Her Majesty’s stationery office © Crown copyright
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In order to show how this might work, let us take an example. Consider
the case of an insurance company that specialises in flood risk insurance.
Now consider a hypothetical river valley. The valley is susceptible to flood-
ing, and major floods occur on a rough cycle of one every one hundred
years with a more minor flood likely to occur once every ten years or so.
Using a GIS and a suitable set of input data (heights above sea level meas-
ured around our river valley), we can construct a surface model that allows
us to map the geographical extent of the flooding during the one-hundred-
year and ten-year cycles. In Figure 3.12, we have done just that. The 
zone around the river represents the maximum extent of flood inundation
every one hundred years. The zone close to the water line shows the area
that is susceptible to inundation every ten years.

On the same map, we have plotted the locations of houses that lie inside
the river valley. As an insurer, we are very interested to know which houses
lie within the flood hazard zones. We are even more interested to know
whether they insured against flooding. Equally, if we do insure them, should
we revise their premiums?

Using the geographical query capabilities of the GIS, we can find all of
the houses that lie within the ten-year and hundred-year flood hazard
zones. If we also store the postal addresses of the houses in the GIS data-
base and marketing information about local residents we can use this infor-
mation to target those households that are most likely to take out a new
insurance policy or switch their existing policy to a different product range.

Figure 3.12 Flood risk in a river valley.
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Selection using spatial relationships: the buffer zone

The insurance example introduces one of the most useful GIS analysis 
operations, known as buffering. A buffer is a new map feature created at a
specified distance from one or more points, lines or areas on the map.
Consider the examples in Figure 3.13.

Buffer zones are very useful tools for determining spatial proximity and
whether or not features fall within critical distances of one another. They
can be used to model many diverse problems from zones of equal distance
or travel time from a starting point to the catchment areas of superstores or
town centres to the transmission ranges of mobile communication masts. In
Figure 3.13 each zone is of a fixed radius but in many GIS software pack-
ages it is also possible to vary the extent of the buffer zones according to
the characteristics of the objects around which they are drawn, or to create
multiple buffer zones around map features. The examples show how this
type of function can be used when deploying GIS methods for decision sup-
port. It is with this type of functionality that the analytical potential of GIS
begins to become more powerful. We can use the computer record of where
things are in relation to other things to ask new questions.

Combining different sets of data geographically

Among the most powerful operations that a modern GIS can perform is the
ability to superimpose one set of geographical data on top of another and
to combine the characteristics of both into a new set of information. In its
simplest form, this is a case of visualising two or more sets of cartographic
or aerial photographic information simultaneously, a procedure that has
been used by geographers and cartographers for many years. What the
computer brings to the overlay operation is to examine the similarities and
differences between layers in much more detail than was previously possible
and to carry out such overlays interactively so that exploratory investigation

Figure 3.13 Circular, rectangular and polygonal buffer zones around point, line and
area features.



is possible. Combinations of geographical data that would take days or
weeks of drafting without computer technology or would simply be too 
difficult to visualise can be accomplished quickly and easily using GIS 
methods.

We can now measure the similarity, overlap or difference between two
spatial datasets very precisely. Equally important, we can explore the data-
base attributes of the different features that are overlaid at the same time as
their spatial comparison and investigate how those attributes relate to one
another across multiple geographical themes in the database. DeMers (2000)
suggests that, although there is still a lot to learn about the causal relation-
ships among spatial phenomena, the ability of GIS to perform exploratory
spatial analysis may result in the development of new hypotheses, new 
theories or even new laws about spatial patterns.

The overlay process

Geographical Information Systems overlay involves the combination of 
different data layers. Practically, this can involve a number of different
processes depending on the inputs to the analysis:

1 Point in Polygon Overlay
2 Line in Polygon Overlay
3 Polygon on Polygon Overlay
4 Line on Line Overlay
5 Point on Point Overlay
6 Point on Line Overlay.

Of these, the most commonly used for analytical purposes are Point in
Polygon, Line in Polygon and Polygon on Polygon overlays.

Before we look at GIS overlay in more detail, let us consider the mathe-
matical concepts that underpin the overlay process. The overlay operation
is a combinatorial process. Different geographical data layers are superim-
posed upon one another and combined to form a new layer according to a
user-defined rule or set of rules. Each input data layer can be thought of as
representing a mathematical set where every object in that layer is a mem-
ber of the set. The result of the overlay is a combination of the sets, depend-
ing on the rules that are used. When two sets, A and B, are overlaid, we can
use a Venn diagram to illustrate the set concepts of intersection and union.
Consider Figure 3.14. In the figure there are two oval shapes, A and B,
which overlap each other.

The diagram allows us to think about the different combinations that are
possible when we overlay two objects onto one another. The first combina-
tion possibility is intersection. The intersection of two sets is the area com-
mon to both of them. In the diagram, this would be area C, where A and B
overlap. Area C is the only place on the diagram where we are inside both
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A and B and is the zone of intersection between the two areas. The zone of
intersection is the region of the map where both A and B exist. It is com-
mon practice when formulating GIS database queries to think of the results
of such an overlay as being true (successful) or false (unsuccessful). This
characteristic can then be represented easily using a binary value of 0 or 1,
where 1 represents ‘true’ (intersection) and 0 is ‘false’ (no intersection). In
these terms, area C is the only part of the diagram where the intersection of
A and B is ‘true’. In all other areas, there is no intersection between A and
B and we would obtain a value of 0 (‘false’).

A second common combination is the union of two sets. We can think of
the union operation as a combination of all the parts of the input objects.
On the diagram, this would be anywhere that is inside area A, area B or
both A and B. To obtain a value of 1 (‘true’) in this case, we must either be
inside A or inside B or inside both shapes. Anywhere outside A, B or both
of them is not part of the union of the two shapes and would have a value
of 0 (‘false’). Here are some common overlay combinations and the areas
on the diagram that they represent:

Relationship Area on the diagram

A and B The area common to both A and B (area C).
A or B Either inside A or inside B or inside both – A, B or C.
(not A) and B Outside A and inside B – includes all of B except area C.
(not A) and (not B) Outside A and outside B – anywhere that is not inside 

either shape.
A and (not B) Inside A and outside B – includes all of A except area C.
not (A or B) Not inside A or inside B – the area outside both shapes.

There are many possible combinations of these relationships and all can be
extended to include more layers if necessary. Using them it is possible to
create very sophisticated overlay procedures. The sample questions that we
posed at the beginning of this chapter are all examples where this type of
procedure might be applied. In each case, there are several different 

Figure 3.14 An example to illustrate some simple set concepts.

A B 
C 



geographical datasets under consideration and we need to find places where
a series of conditions are fulfilled across one or more of them. We will take
a simple example of overlay analysis with a land and property theme to
illustrate how these concepts can be applied in a land and property man-
agement context. If such an exercise were to be undertaken in reality we
would require considerable additional information. The present, simplified
case is designed to demonstrate how concepts of GIS overlay might be
applied in this type of scenario.

Consider the hypothetical case of a newsagent that wishes to open a new
branch selling newspapers, magazines and confectionery in a local suburban
centre of London. Let us assume that for a vacant shop to be suitable for
this purpose a number of conditions must be met:

1 The vacant shop must be within 100 metres of the nearest railway or
tube station.

2 The shop must be within 50 metres of a bus stop.
3 The retail floor must be at least 100 square metres in size, with a

frontage of at least 5 metres.
4 The premises must also include a storage area and sufficient space for

a small office – at least another 100 square metres of available space.
5 The monthly rent for the premises must be less than £2,000.
6 There must be no competitor premises within 25 metres.

In order to find suitable premises several tasks must be undertaken. First,
we would need to review what information is required to perform the
analysis. To carry out the query successfully, we require information about
the following items:

1 The location of public transport infrastructure within our study area.
2 The location of competitor premises within the area.
3 The location of vacant premises and details about the rent, available

retail, storage and office space that they can offer.

Figure 3.15 is a map of the shopping area under consideration. Vacant
shops are shown in mid grey, while competitor premises are shown in dark
grey. Other shops are shown in light grey and bus stops are shown as
squares.

Next, we need to construct a series of queries that find those shops that ful-
fil the six conditions specified. To do this, we construct a series of GIS over-
lays. First we define all those areas within 50 metres of a bus stop by defining
a buffer zone around each of the bus stop points. These zones are then over-
laid onto the map and we can select those vacant premises that are within 
50 metres of them. Figure 3.16 shows the result of this process showing the
50 metre zones around the bus stops and suitable shops in light grey.

Next, we select only those shops from the bus stop set that are within 100
metres of the railway station by generating a second buffer zone of 
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Figure 3.15 Siting a new newsagent in a suburban centre using buffer zones and
overlay techniques (1 of 4).

Figure 3.16 Overlay and buffer generation (2 of 4).
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100 metre radius around the station and overlaying it onto the shops. The
results are shown in Figure 3.17.

We have now restricted our choice to four vacant premises around the rail-
way station. These four are within the required range of the bus stops and the
required range of the railway station.

For our final overlay, we find only those of the remaining four shops that
are not within 25 metres of a competitor. We can do this by creating a third
and final set of buffer zones around the competitor newsagents, shown as
small circles on the map. Figure 3.18 shows the results. The hatched grey
area in the centre is unsuitable, since it is within 25 metres of competitor
premises.

We have narrowed down the choice of premises to just two vacant shops.
The final stage of the process is to perform a database query on the remain-
ing candidates. We select only those shops with a retail floor that is at least
100 square metres in size, a frontage of at least 5 metres, a storage area and
sufficient space for a small office and a monthly rent for the premises that
is less than £2,000.

Combining features through geographical overlay

In the example of vacant shop selection described above, the overlay process
was used simply to select out those features on different input layers that met

Figure 3.17 Overlay and buffer generation (3 of 4).
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our criteria for possible sites. It is also possible to extend the overlay process
so that map features on input layers are combined together to create new
geographical objects. Consider the example in Figure 3.19.

Some examples of the use of combinatory overlays

Let us first return to the insurance example depicted in Figure 3.12 to illus-
trate how combinatory overlay procedures might work. In the example, the
point locations of individual properties are overlaid onto the flood zones on

Figure 3.18 Overlay and buffer generation (4 of 4).

Figure 3.19 An example of combinatory geographical overlay. Layers one and two
are combined to form six new objects. Those which are formed by the
overlap of layers one and two will require some attribute combination.

Layer one Layer two Combined layer
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the map. This ‘Point in Polygon’ overlay procedure will result in a set of
composite point objects. Each composite point will include all of the
descriptive information about the property itself, as well as the information
associated with the flood zone that it lies inside.

For a more complex example of combinatory overlay, consider Figure 3.20.
In this example, polygon A lies on the intersection of two other polygons.
How should the attributes of the two other features be apportioned to A?

This problem requires us to address the question of how to combine
attribute information from different source objects in a composite object.
How this is done will depend upon the information that we are trying to
obtain and the nature of our input data. Chrisman (1997) presents a useful
introduction to this topic and suggests that the following general methods
of attribute combination can be considered:

1 The DOMINANCE rule. One value is selected from the possible set of
attribute values and assigned to the output object, all others are erased.
Examples: Take the highest value, and take the lowest value.

2 The CONTRIBUTORY rule. Here, the attribute values of all the input
features contribute to the result. Examples include taking the mean of
all the input values, taking the most popular (modal) value, taking a
weighted value for each input, taking the sum of the input values.

3 The INTERACTION rule. As well as recognising that each attribute
score has something to contribute to the result, this method also looks
at the interactions between individual attribute scores and other attrib-
utes of the input features. It is used where more than one attribute
needs to be considered at the same time. See Chrisman (1997) for an
expanded discussion and some examples.

Figure 3.20 Combinatory overlay requiring attribute integration.

A 
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Data structures and combinatory geographical overlays

The way in which geographical data are stored will affect the complexity
and results of the overlay process. Most overlay and query work in the land
and property sector involves geographical features from the built environ-
ment. In general these are represented most effectively in a GIS using the
vector data structure and stored as point, line or area objects.

Broadly, vector overlay requires the following stages to be carried out:

1 Find all of the intersections between the input themes and create a new
link and node topological structure from the results.

2 Identify all of the new polygons formed by the overlay.
3 Find which of the original polygons that the new polygon overlaps with

and assign its attributes accordingly.
4 Usually a new attribute table is constructed that consists of the 

combined old attributes, or new attributes formed by logical or math-
ematical operations on the old ones.

Each of these operations is quite complex. Of the four, the last one poses
the most problems for the analyst because a decision must be taken about
how to combine the attributes from the source layer into the new layer
where overlaps between features occur.

It is also possible to carry out GIS overlay operations and standard ana-
lytical functions like buffer zone generation using raster datasets. In fact,
most of the pioneering works on GIS overlay were carried out using raster-
based systems because the complex processing requirements of vector over-
lay were significantly more time-consuming than their raster equivalents.
This has become progressively less important as the power of desktop 
computing systems has increased.

Tomlin (1990) provides a comprehensive account of raster overlay pro-
cessing. Since each raster grid layer usually has the same cell resolution and
spatial extent, the processes of combinatory overlay and functions like
buffer generation are generally less time-consuming than their vector coun-
terparts. Vector layers rarely contain objects with exactly similar spatial
extents and the most complicated part of the vector overlay process is 
usually the process of working out partial overlaps between features and
creating new features from them.

Analysis using a raster GIS: an example using simple datasets

Let us assume that we have a raster database comprising three different
layers of information at the same cell resolution for the same area. Each
layer comprises a 5 km � 5 km grid, with each cell covering one square
kilometre. We wish to locate those raster cells where there is the highest
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potential for successful residential development. This requires us to generate
a composite layer derived from the three input layers:
� Layer One: development potential, a composite score from 1 to 10 that

considers soil type, planning restrictions, planning history and local
land prices.

� Layer Two: accessibility, a composite score from 1 to 5 that measures
access to local facilities, public transport links and the road network.

� Layer Three: flood hazard risk, a score from 0 (no risk) to 5 (high risk).

We have defined a set of rules to define suitable areas for development. An
area is suitable if it satisfies the following criteria:
� The development potential score must be at least six out of ten.
� The accessibility score must be at least three out of five.
� The flood hazard risk must be less than two.

The three input layers are shown as follows:

Raster layer 1 –
Development potential

1–3 � Low potential
4–5 � Intermediate 

potential
6–8 � High potential
9–10 � Very high 

potential

Raster layer 2 –
Accessibility

1 � Very poor 
accessibility

2 � Poor accessibility
3 � Intermediate 

accessibility
4 � Good accessibility
5 � Very good 

accessibility
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There are many ways of generating a solution to this problem, but all
involve two basic raster operations: reclassification and combination of
data. Here, we consider a two-stage procedure. First, each layer is reclassi-
fied so that cells are coded either suitable (1) or unsuitable (0). Finally, we
multiply together the three layers. All cells in the output layer with a value
of 1 fulfil all the necessary criteria for development sites. Cells with a value
of zero do not fulfil at least one of the criteria. These steps in more detail are:

1 Recode the development potential layer so that cells with a value less
than six score 0 and all other cells score 1.

2 Recode the accessibility layer so that cells with a value of 0, 1 or 2 are
recoded 0 and all other cells are coded 1.

3 Recode the flood hazard layer so that cells with a value of 2 or more
are recoded 0 and those with a score of 0 or 1 are coded 1.

Raster layer 3 – Flood risk

0 � No risk
1 � Very low risk
2 � Low risk
3 � Intermediate risk
4 � High risk
5 � Very high risk

Layer 4 – Development
potential

1 � Suitable
0 � Unsuitable
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Layer 5 – Accessibility

1 � Suitable
0 � Unsuitable

Layer 6 – Flood risk

1 � Low risk
0 � High risk

The final stage of analysis is to overlay the results of our reclassification 
to find the answer to our question. We generate a final layer, where cells 
satisfying all three conditions are set to 1, and cells that do not are set to 0.
The answer, in layer 7, would be:
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This is an example of map algebra (Tomlin, 1990). Map algebra is 
the process of performing a sequence of numerical operations on every cell
in a grid layer simultaneously. It often involves the combination of grids
using mathematical operations (in this case multiplication of cell values)
and using a series of input grids with exactly the same resolutions and 
geographical extents at the same time.

Visualisation techniques

We have introduced many of the standard methods of map customisation
and data combination that GIS can offer the mapmaker. However, by bring-
ing data into the digital environment a range of new visualisation options
become available. When coupled with the graphical capabilities of the cur-
rent generation of desktop computer systems, GIS data processing presents
new opportunities for the visualisation and interactive exploration of land
and property datasets. The user of such desktop systems now has access to
data analysis capabilities that were once the preserve of expensive mini-
computers and dedicated graphics workstations. In this short section, we
demonstrate two approaches to data visualisation in three dimensions that
are available in GIS and show how they might be applied. These approaches
are not exhaustive, and once again we provide some references for the
reader who wishes to learn more about alternative methods of visualisation.

Visualising thematic map information in three dimensions

The use of 3D visualisation often complements 2D representations of geo-
graphical data. Patterns may be easier to identify and differences between
map features may be made more obvious. The examples in Figures 3.21 and
3.22 contrast a 2D choropleth map showing density measurements for com-
puting sector businesses with a 3D representation of the same information.
Marked differences between density levels can be quickly ascertained from
the 3D representation.

Layer 7 – Areas suitable for
development

1 � Suitable
0 � Unsuitable
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Visualising the built environment

The use of CAD tools for 3D representation of buildings is widespread.
Some GIS software now includes the capability to use CAD visualisation
methods in combination with the environmental modelling tools of GIS 
surface modelling to produce realistic visualisations of the built environment.
Truly ‘immersive’ virtual environments (whose application in the land and

Figure 3.21 Mapping business densities in East London – a traditional cartographic
example.

Source: Reproduced by permission of HarperCollins publishers.
www.bartholomewmaps.com © Bartholomew Ltd 2002.

Figure 3.22 The same business density data set viewed in three dimensions.
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property sector is discussed in more detail later in this volume) are still the 
preserve of university research facilities and dedicated commercial laborato-
ries. They require computing tools that are prohibitively expensive for the
desktop user. However, it is possible to produce effective 3D visualisations
of the built environment with standard computer hardware. These extend
traditional CAD functionality by allowing the user to explore and query the
GIS database in tandem with 3D visualisation procedures.

The example in Figure 3.23 is a still taken from a computer model 
created using GIS to show the location of a development site in inner
London. The model was generated from spot height information and build-
ing extents and heights obtained from aerial photography and digital aerial
photographs of the study region. It includes a simple block visualisation 
of buildings. The landscape is brought to life by draping the aerial photo-
graph of the study region over the 3D elevation model created from the 
spot height data. The development site itself is outlined. Realistic shadows
and skyline textures are generated automatically by the visualisation 
software.

Such models allow the user to explore the local context of development
sites. Additional information, such as the distance to key facilities can 
be superimposed onto the visualisation. Specific features can be highlighted
or emphasised and the whole explored interactively through dynamic 
animation in real time. Although it is unlikely that such methods will

Figure 3.23 3D visualisation of the built environment. Spot height and aerial 
photography data were provided by The GeoInformation Group
Ltd. The 3D visualisation was generated by the authors.



replace the 2D map, which still provides a wonderfully concise way of 
representing geographical variation flexibly and efficiently, they do provide
alternative views of information and can bring the built environment 
dramatically to life.
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Part II

GIS applications in land and
property management





Introduction

The use of GIS in mapping has been the starting point for many GIS imple-
mentations in local government, utilities and the private sector. As far as the
user is concerned mapping represents a use of GIS that is easy to under-
stand, provides tangible benefits across an organisation (a corporate rather
than a departmental application) and provides a springboard from which to
launch more sophisticated applications. There has been acceleration in the
development of GIS applications in land and property management and this
is due in part to more data becoming available at less cost. Initiatives such
as the National Land and Property Gazetteer (NLPG) and the National
Land Information Service (NLIS) have also been important catalysts and
these are discussed in this chapter.

Many users of GIS do so primarily in order to produce maps. For exam-
ple the London Borough of Hackney used a web-based GIS to disseminate
maps to council personnel and Kingston London Borough Council use GIS
to enable the general public to access the authority’s geographic data. The
display of geographic data using a GIS may require little in the way of ana-
lytical capability but, if the data are to be of use to a wide spectrum of users,
the display must be as accurate and as up-to-date as possible. This is par-
ticularly so for maps illustrating property features because they need to be
large scale and require high resolution. Accurate, up-to-date and compre-
hensive attribute data are also required at the property level. A common
misconception is that the introduction of GIS for mapping will be straight-
forward. Often it is at this stage that an organisation realises that its data
are not fit for the purpose intended and an expensive data cleaning exercise
is a necessary precursor to GIS-based map production.

This chapter begins by describing mapping applications that are specific
to the property industry. It then switches emphasis to land and property
information systems that incorporate some form of mapping. Land
Information Systems (LIS) are more concerned with data accuracy than
analytical capability and their development relies on government policy and
action. The main problems that have affected developments in this area are

4 Mapping, land information systems
and conveyancing



outlined, such as map and attribute data quality and access. The national
initiatives that have been implemented to solve these problems are then
described, such as the NLPG. This lays the foundation for the introduction
of the NLIS, focusing at this stage on the way in which this broad initiative
might be used to improve access to and availability of land and property
information. The final section of the chapter describes the leading applica-
tion of NLIS – a service designed to support the property conveyancing
process.

Mapping property information

Maps are indispensable tools for understanding and interpreting geographi-
cal patterns and relationships between features of the built environment such
as shops, residential neighbourhoods and road infrastructure. For example
there may be proximity relationships and locational patterns between these
features that may not be obvious from text, tables and charts. An historic
example of the way in which maps are able to reveal patterns in geographi-
cal data is the research undertaken by Dr John Snow, a medical doctor in
nineteenth-century London, who was trying to understand what was caus-
ing a cholera epidemic in the Soho District of the city. Dr Snow documented
the geographical location of every death in London. His map, shown in
Figure 4.1, indicated that the outbreak had occurred within a 250-yard
radius of the Broad Street water pump. Bars adjacent to the location along
each street where a fatality occurred were placed on maps of London along
with streets, water pumps and other municipal facilities. The maps revealed
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Figure 4.1 John Snow’s map of the Broad Street pump cholera outbreak, 1854.



at a glance that the deaths were clustered around the water pumps, indicating
that the water supply was a potential carrier of the virus. With further
research, Dr Snow explained anomalies and pointed to the water as the main
source of the disease. He had the water pump removed and his theory was
proved correct within three days when the epidemic abated. With this first-
known example of epidemiological research, Dr Snow became the ‘father of
modern epidemiology’ (www.jsi.com).

Map production

The UK benefits from a national, large-scale (1:1,250 in urban areas,
1:2,500 in rural areas and 1:10,000 on mountain and moorland) map base
that covers the whole of the British Isles. It is known as the National
Topographic Database and has been held in digital form by the Ordnance
Survey (OS) since 1995. This is by far the largest and most comprehensive
national digitisation programme to be completed in the world at compara-
ble scales, in terms of data volume and map units, if not land area. At the
large scale – the scale of most relevance to property decisions – this digital
map product is known as Landline. Digital Landline map ‘tiles’ are available
for purchase and are increasingly used in GIS for property-related functions
such as planning and infrastructure management. Use of Landline data was
spearheaded by organisations directly responsible for undertaking statutory
functions such as local authorities and utility companies. Figure 4.2 illus-
trates how large-scale digital mapping from the OS defines building outlines.
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Figure 4.2 OS Landline map data.



The problem with Landline, as far as users of GIS were concerned, was
that it was just a digital replication of the paper-based maps that it replaced.
In other words, a Landline map tile, once loaded into a GIS was just a col-
lection of lines and points on the computer screen. To really harness the
power of GIS, a topological data model for large-scale map features needs
to be present so that geographical relationships such as adjacency, connec-
tivity and containment can be represented. Recent development of the
National Topographic Database has led to the introduction of a new digi-
tal map product called Mastermap. Mastermap is the OS’s new topographic
view of the real world where nine themes or map ‘layers’ represent groups
of features such as buildings, roads, land and water. Mastermap, unlike its
predecessor Landline, is based on a topological data model and uses points,
lines and polygons to represent real world features, which are described
using metadata. Features that were represented using lines and points in
Landline have been reformatted so that, where relevant, polygons 
represent features such as houses, lakes and parks. Unique identifiers allow
attribute data to be linked to map features. Figure 4.3 illustrates, using
shading, how Mastermap represents the real world as a collection of 
polygons rather than linework.

Mastermap will mean that users can link their data to OS map features
directly rather than using OS Landline as a backdrop to other land and
property data. Some of the enhancements that Mastermap has compared to
Landline mapping are particularly useful for property applications. First,
buildings, land parcels, fields, open spaces and other real world features are
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Figure 4.3 OS Mastermap.

TOID: 1000000030182876 
Version: 1 
Version date: 25/05/2001 
Theme: Land
Feature code: 10053 
Calculated area value: 412.25 
Latest change date: 09/03/2001 
Latest reason for change: New 
Descriptive Group: General surface 
Descriptive term: Multi surface 
Make: Multiple 
Physical level: 50 
Physical presence:
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represented by polygons with unique identifiers. So a building, for example,
can be classified or shaded depending on its attributes. Second, Mastermap
themes will be available in a seamless format. Users will be able to purchase
data by theme rather than by tile. Indeed, the first Mastermap theme to be
made available is the National Buildings Data Set. This data set comprises
over 40 million building polygons together with a unique identifier for
each. The National Buildings Data Set has been used by housing associa-
tions, utilities, insurers and property managers for statistical analysis and to
assist asset management, pollution analysis, flood-risk assessment and plan-
ning. For example, the OS, the Property Advisors to the Civil Estate
(PACE), the Land Registry and English Heritage developed an application
that identifies a property, conducts a legal search using a common identifier
and returns the legal extent of the property (which may contain several land
parcels). It is then possible to conduct a search for, say, listed buildings
within these land parcels. The OS is also working with developers to struc-
ture Computer Aided Design (CAD) design data from development plans so
that they may be more rapidly incorporated into Mastermap.

Integrating maps and property data

Conventional 2D maps display geographical data and are vital for reveal-
ing spatial relationships and patterns. But the real world is 3D and two
dimensions can fail to satisfactorily display land and property data at the
scale of the individual legal interest in a property. For example, the exis-
tence of several property interests on successive floors of a multi-storey
building, illustrated in Figure 4.4, are not easily depicted using a 2D map.

So although maps provide an intuitive interface for accessing land and
property data they are not necessarily the best means of managing such

Figure 4.4 Seed points for property interests on each floor of a building.
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data. As an example, many local authority services require address-based
data sets (e.g. electoral register, environmental health, land charges, hous-
ing, council tax and non-domestics rates collection, social services) but only
a small number require data sets that have other forms of geographical ref-
erence, such as national grid co-ordinates. This has led to the realisation of
the importance and subsequent development of a single address database
for the UK – the National Land and Property Gazetteer (NLPG). The NLPG
is a definitive national index of land and property and is facilitated by
adherence to BS7666, the British Standard for describing and locating land
and property. The NLPG is therefore more than a map or ‘mosaic’ of land
and property interests – it is a referencing system for objects that occupy 3D
space. In this way, it could be said that Mastermap property identifiers are
2D while NLPG address identifiers are 3D, with a relational link between
the two. This is illustrated in Figure 4.5. A key objective of the NLPG is to
integrate land and property data sets.

BS7666 specifies a consistent format for holding details on every prop-
erty and street. The standard defines a land parcel as a Basic Land and
Property Unit (BLPU). A BLPU is defined in BS7666 Part 2 as a contiguous
area of land in uniform property rights or, in the absence of such ownership
evidence or where required for administration purposes, inferred from
physical features, occupation or use. Each BLPU has a Unique Property
Reference Number (UPRN) – illustrated in Figure 4.6, a spatial reference
(national grid co-ordinates) and one or more Land and Property Identifiers
(LPI). The LPI is basically the address of the BLPU in a standard format that
uniquely identifies the BLPU in relation to a street as defined and held in
the National Street Gazetteer. The recording of the extents or boundaries of
land parcels, rather than just seed points, enables more sophisticated spa-
tial queries using GIS. So, whereas the previous version of BS7666
described only point data, with each BLPU given a single set of national
grid co-ordinates, the revised version stipulates that each BLPU can also
have one or more extents held within the NLPG. An extent is defined as the
spatial boundary of the BLPU, represented by a polygon and/or a closed set
of grid co-ordinates.

The NLPG is itself the aggregation of Local Land and Property Gazetteers
(LLPGs). Local authorities are the definitive source of addresses due to their
statutory responsibility for street naming, numbering, planning and develop-
ment control. Local authorities are therefore crucial to the effective creation
and maintenance of LLPGs and, in turn, the NLPG. For example the Bristol
LPG was constructed by integrating Valuation Office (VO), Land Registry, OS
and internal data sets to form BLPUs with UPRNs and is BS7666 compliant.
The main problems encountered in its creation were a lack of information
about flats, commercial properties and industrial estates and differences in 
the way addresses were treated. Matching non-domestic properties was 
harder than matching domestic properties. Also, matching in rural areas was
less successful than in urban areas due to missing property descriptions, the
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absence of definitive street names or presence of alternative street names and
differences in settlements in which properties were placed (Smith, 1994). For
the NLPG to work, maintenance of LLPGs must be given high priority by
local authorities. Successful maintenance will involve the integration of local
authority address data sets such as the electoral register, council tax, plan-
ning and street numbering/naming functions. Once a LLPG has been created
the local authority can use a BS7666 compliant gazetteer application (an
example of which is shown in Figure 4.7) to store and manipulate the data.

Development of the ‘embryo’ NLPG is under way. A company called
Intelligent Addressing is constructing the gazetteer from existing national
address data sets such as the Council Tax Lists, the Ordnance Survey
Address-Point data set and Intelligent Addressing’s existing commercial
property gazetteer which includes the Non-Domestic Rating List. When this
first stage is completed, the results will be matched by Intelligent
Addressing to address data sets held by each local authority, including the
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Figure 4.7 BS7666 gazetteer application.

Source: Used with permission of Innogistic Software plc.
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Electoral Registers, Address-Point, Council Tax and locally held Non-
Domestic Rating Lists. This second stage process will clean and synchronise
the national data set with those of each local authority. As each authority’s
data sets are matched, they will be returned as a BS7666 compliant Gazetteer
complete with an official UPRN. A national ‘mosaic’ of BS7666 compliant
LLPGs will thus form the constituent parts of the NLPG. Once complete the
NLPG will be a referencing system that is available via a simple tariff to
help pay for the compilation of the LLPGs by local authorities. The NLPG
will be the master address index to which organisations, public and private,
can link their data. Initiatives such as the National Land Use Database
(NLUD), NLIS, searches of local land charges, sellers’ packs and local
authority property asset management will ultimately all rely on the NLPG.

Mapping property data is not a function confined to the public sector. For
example, in order to map the location of property-specific data, property
consultants Jones Lang Lasalle (JLL) conducted a pilot project at their
Leeds office to develop and evaluate a property-related GIS using in-house
data. The aim was to develop a property-related application for the Central
Business District (CBD) of Leeds, to act as a precursor for other applica-
tions across the company using GIS and OS large-scale digital mapping.
Currently, a number of internal databases are used to record various aspects
of property information within the firm and there are inconsistencies not
only between databases in how property data are recorded but also within
each database too. This is a problem encountered by many users of 
GIS – the introduction of an information system that requires data to be
integrated in a geographically consistent manner from various sources
begins with a data cleaning phase. The pilot project is concentrating on
JLL’s agency database. A point theme has been created that, to date,
includes around 500 properties that have been geographically referenced
and plotted on large-scale maps. This theme overlays a raster map of the
urban area to create a ‘digital atlas’ of the Leeds CBD. The GIS provides the
ability to query the database on various characteristics such as rents, take-
up, availability and occupier type. Also, photographs can be incorporated.
The use of points to illustrate the location of properties did not prove pop-
ular with surveyors, who preferred building extents to be shown. Building
polygons can be shaded according to attributes recorded in the agency data-
base such as rent, number of floors, age, ownership, availability, vacancy
and take-up rates and lease details, together with digital photographs.

Developments such as these will remain internal to individual organisa-
tions until the NLPG establishes itself and reaches critical mass because 
one of the major barriers to the development of map-based property 
data services has been the lack of a consistent standard for referencing 
property data. Private sector data suppliers and users need the security 
of a referencing standard in order to ensure that their investment in data is
long term.



Land registration and land information systems

The previous section described how digital mapping at the property level
and a unified property referencing system allow simple map production to
be undertaken and property-based data sets to be mapped. This section
will illustrate how map-based property referencing can be used to 
develop land and property registration and information systems at the
national level.

Land registration

Successful market economies depend on national systems for secure owner-
ship of land and property in which all who live or work in the country can
have confidence. The cash value of land transacted in the UK exceeds that
of the Stock Exchange on a daily basis and a ‘land registration system is the
cornerstone of a modern land and mortgage market based on guaranteed
private rights in land’ (Manthorpe, 2001). A Land Register records owner-
ship details of land parcels. In many countries it is not possible to actually
‘own’ the land, rather it is the ‘right to use’ land that can be owned, known
as land tenure, and a land register is a legal document that records the enti-
tlements or ‘titles’ to these land rights. The recording of land and property
rights, ownership and value is important because effective property man-
agement requires the rights of owners to be secure and the value and use to
be identifiable. There are two main methods of registering land rights: 
registration of deeds and registration of title.

Registration of deeds: A copy of the deed of transfer (the legal con-
veyance contract) is deposited in a public place and provides a priority
claim to ownership. However, this is a method of registering legal docu-
ments associated with a conveyance rather than title to land. Countries that
have a deed registration system have reported errors in the description of
the property concerned. These errors can be minimised by improving
records management, adopting more flexible survey standards and proce-
dures, making registration compulsory (as in the UK) and computerising
access to indices and abstracts of title (as in the UK). 

Registration of title: A specimen register of title is shown in Figure 4.8.
Here the basic unit for registration is the land parcel rather than the deed.
The land parcel is a contiguous area of land within which unique, homoge-
neous rights or interests are recognised. In a legal cadastre these 
rights are legally recognised. Each land parcel is identified on a map that 
is cross-referenced to the register of the owner’s details (proprietorship 
register), nature of tenure and ancillary information. Most registers of 
title guarantee the information so compensation is payable for incorrect
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information if loss is incurred. In the UK, registration of title began in the
1860s. Once registered the entry will show:

� Property Register: date, address and Title Plan
� Proprietorship Register: owner’s details and nature of title, e.g. 

freehold
� Charges Register: any adverse interests affecting the title, e.g. mortgage,

easement, restrictive covenant.

Figure 4.8 Register of Title.

Source: Reproduced with permission of Her Majesty’s Land Registry, © Crown Copyright.
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In England and Wales Her Majesty’s Land Registry (HMLR) is responsible
for the registration of title to land in England and Wales. There are cur-
rently 17.4 million registered titles (out of approximately 25 million titles
in total – many of the unregistered titles are rural) and the records are held
at twenty-four District Land Registries. Completion of the Register’s geo-
graphical coverage is expected by 2010. Further planned improvements
include the registration of all leases of three years or more (rather than the
present 21-year limit) and the inclusion of details regarding owners, leases,
mortgages and other interests from 2003. To date, 98 per cent of the
Registers of Title have been computerised and are held online. The 1988
Land Registration Act meant that Land Registry data was opened to 
public inspection in 1990. Prior to this only the owner or a person who had
the owner’s consent could inspect the register. The Land Registry now 
provides a service that allows subscribers to access registers and scanned
title plans online.

A Title Plan (an example of which is shown in Figure 4.9) is created for
every registered land parcel. The plans are based on OS large-scale mapping
and show, as accurately as possible, the extent of the land in a registered
title. In addition a Title Plan may also show other plan references which
identify any parts of the land or adjoining land affected by entries in the
register, such as easements, covenants or areas of land removed from the
title. The Title Plan should be read in conjunction with the Register of Title
because the plan is part of the certificate of title if it is referred to in the reg-
ister, which it normally is under a statement such as ‘particularly delineated
edged in red on the attached plan’.

The extent of the registered land on the Title Plan is normally shown in
red edging drawn along the inner edge of the lines of the physical bound-
aries or the plotted lines of undefined boundaries surrounding the 
property. Where a registration includes only part of a building, for exam-
ple, a room over a passageway, a plan reference will be added and an
explanatory note given in the Property Register. Complex floor levels will
sometimes be shown on a supplementary plan, which will be prepared at a
larger scale and attached to the Title Plan. Where the extent of the property
is complex (e.g. multiple floor layouts or common parts) a Title Plan is
sometimes supplemented by a deed which is referred to in the Property
Register.

All of the Title Plans held by HMLR have been digitally scanned and can
be viewed as raster images online. However, the scanned Title Plans can be
difficult to interpret and do not facilitate spatial searching. The task of 
digitising the Title Plans so that they are held in vector form is clearly 
a substantial one. A digital mapping pilot project took place in
Peterborough in the 1980s using a Unix computer system but the cost–benefit
analysis identified significant costs, particularly in terms of digital OS map
data. Subsequently a PC-based system was implemented at the Weymouth
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District Land Registry. This system provides a geographical interface for the
procedures associated with the creation of a Title Plan. The system has now
been extended to all twenty-four District offices. Consequently, a hybrid
Title Plan system is in place; existing plans are stored in a scanned image 
format while new registrations are entered digitally.

Figure 4.9 Title Plan.

Source: Reproduced with permission of Her Majesty’s Land Registry, © Crown Copyright.



Every year 500,000 new Title applications are received and these are digi-
tised using a GIS interface. The process of adding a new Title Plan begins
by identifying a registered title on the GIS using a map reference, title num-
ber, locality or address with an address-check (using the NLPG ultimately).
The subject property can then be viewed and all vectorised titles are dis-
played in the area of the new registration and any overlaps are notified.
Scanned and vectorised registered extents can be viewed overlaying current
and historic OS map data (the latter aids dispute resolution and registra-
tion). The historical mapping can be moved and warped to coincide with
current mapping or any other historic mapping epoch. The subject polygon
on the OS map is selected and edged prior to ‘settling’ the extent using a
standard template. A benefit of vectorised title plans will be the variety of
possible uses of the digital data.

A particular problem in terms of producing a unified map base for all
Title Plans is that there is no provision under the Land Registration Act for
the OS mapping (on which registration information is recorded) to be
updated. The mapping used at the time of the registration becomes a legal
snapshot in time. The proprietor of the registered title receives a copy of the
Title Plan at the time of the registration and it is that which is legally bind-
ing. Therefore, the ideal of a current OS map base on which Title Plans
appear as a mosaic is not achievable. Furthermore, the ‘General Boundaries
Rule’ (Rule 278, Land Registration Rules, 1925) states that ‘… the exact
line of the boundary will be left undetermined – as, for instance, whether it
includes a hedge or wall and ditch, or runs along the centre of a wall or
fence, or its inner or outer face, or how far it runs within or beyond it; or
whether or not the land registered includes the whole or any portion of an
adjoining road or stream’. This means that the precise position of the legal
boundary is often unclear.

The Land Registry also produces an Index Map. This is a collective name
for a series of large-scale OS maps covering the whole of England and Wales
on which is shown the position and extent of land for every registered title
together with the title number and class of title registered. For rural areas
the Index map consists of whole OS map sheets on which the registered
extents are outlined. For urban areas extracts of the sheets are used for pur-
poses of clarity. Currently the Index Map is held in paper form and consists
of approximately 400,000 separate documents held at the District Land
Registries. An Official Search of the Index Map is undertaken to determine
whether or not a piece of land is registered and, if so, what the title number
is and whether the title is freehold or leasehold. The result will also show
any pending application for first registration and any caution against first
registration, priority notice, manorial interests, souvenir land declaration or
rent-charge affecting the land. The Land Registry receives an average of 14
million requests for searches of the register each year.

The Land Registry has embarked upon a programme of digitisation of
the paper-based Index Map so that it represents the (non-legal) extents of
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registered parcels. The web-based vectorised Index Map will act as an inter-
face to the Title Plans and Registers of Title and it is due to be completed
by 2004. Because the Index Map is based on current OS mapping, OS
Mastermap data will be used so that there is consistency between polygon
extents for the estimated 20 million land parcels.

Land Information Systems

A Land Information System (LIS) is ‘a system for capturing, storing, check-
ing, integrating, manipulating, analysing and displaying data about land
and its use, ownership, development, etc.’ (Department of the Environment
[DoE], 1987). Pressure on land and property resources has never been
greater and the development of LIS as a tool for managing them has been
paralleled by unprecedented developments in data management and 
communications infrastructures. These developments, including the rise of
the Internet as an information marketplace and the ‘globalisation’ of infor-
mation, have far reaching implications for the effective management of land
and property resources.

Land information systems are desirable, particularly in a populous coun-
try like the UK, because the task of managing land resources for environ-
mental needs, planning, housing and infrastructure provision is growing in
complexity as a result of the need to match wide-ranging requirements to a
limited supply of land. LIS, which permit the integration and management
of a wide range of land-related data, can provide the detailed and compre-
hensive information on which to base the effective allocation and manage-
ment of land resources.

The basic spatial unit of a LIS is the land parcel which has seven 
attributes (Dale, 1989):

1 an essential component of planning and development control;
2 foundation of the land market;
3 spatial unit for documenting human affairs;
4 basis for property tax assessment;
5 has the ability to be aggregated (postcode areas) and disaggregated

(floor levels);
6 can be subdivided or merged according to changes in ownership;
7 collectively they form a contiguous mosaic of legal interests.

Attribute data such as ownership, taxation and occupancy are stored with
reference to these basic spatial units in the system (Larsson, 1991) and inte-
grated analysis of many different data sets is possible. The usefulness of a
LIS will depend on the currency, accuracy, completeness and accessibility of
the information that it contains.
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A ‘cadastre’ is a particular type of LIS that is an inventory of land and
property information based on a survey of land parcel boundaries, 
sometimes referred to as a ‘parcel-based LIS’. The UK does not have a
cadastre because the Land Registration Act of 1925 did not require the
boundaries of land ownership to be surveyed and mapped precisely. Instead
we have a ‘general boundary’ system, defined in the section on ‘Land regis-
tration’. The principal function of a cadastre is to provide information on
land ownership, use and value. Cadastral records consist of maps and text
and each land parcel has a unique identifier. There are three common types
of cadastre:

Legal cadastre: A legal cadastre is legal record of land tenure that consists
of a written register containing owner and land parcel information and a
map or plan which is cross-referenced to the written register. A legal cadas-
tre provides certainty of ownership, security of tenure, improved con-
veyancing in terms of cost and speed, added security for loans that are
secured against property and support for a national system of land use 
planning and property taxation. It also reduces the number of land disputes
and helps monitor property market activity.

Fiscal cadastre: A fiscal cadastre is a record of land parcels that includes,
primarily, information necessary to determine property value for taxation
purposes. Because it is often the owner that pays the tax, fiscal and legal
cadastres can be linked together. In order to base a tax on property it is 
necessary to assess differences in the utility of land parcels or properties 
situated thereon. Utility can be measured by assessing how much someone
would be willing to pay for an interest in a particular land parcel. This
process is known as valuation. Thus tax on property is based on the esti-
mated taxable revenue of each land parcel, the amount depending on the
use of the land.

The fiscal cadastre, like the legal cadastre, is well suited to computerisation.
With regard to market data collected in support of the valuation function, a
database would allow the valuer to concentrate on the analysis of these data
rather than their collection and assimilation. Computerisation would lead to
further benefits in terms of uniformity of tax assessment for property – equity
of assessment being a primary concern for any taxation system.

Overseas case study

At the National Land Survey in Sweden, GIS is used to analyse
changes in boundaries of valuation areas (areas where the market is
assumed to perform in a similar way and market values are uniform)
for taxation purposes (Sundquist, 1995). For one- and two-bedroom
family houses the country is divided into more than 7,300 areas. Each
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Multi-purpose cadastre: A multi-purpose cadastre combines fiscal and legal
cadastres and provides links to other land parcel information. For example,
it could include data on ownership and legal interests, use, development
control, planning history, values and prices and other property-related data
such as social, economic and environmental information. It is thus capable
of supporting land registration, land taxation and other land administra-
tion functions.

Existing LIS and other land and property data sets may be linked together
via unique property identifiers (such as UPRNs as defined in BS7666 above)
to form a multi-purpose cadastre. A GIS then allows geographical linkages
to be created between various property data, as shown in Figure 4.10. In
this way a digital map base provides the link between property data sets
using land parcels and their unique identifiers as the basic land and prop-
erty unit. In urban areas the land parcel may be subdivided into buildings
and parts of buildings such as a shop on the ground floor with a flat above.
Such detail is difficult to represent on a 2D map but can be recorded in a
relational attribute database such as the NLPG data structure.

residence is allocated to a valuation area. The boundaries of these
areas change due to the development of new houses and changes in
infrastructure. A background topographic raster map of 1:15,000
scale is supplemented by large-scale city maps and valuation area
boundaries are overlaid together with information about properties.
These attribute data include sales information and are obtained from
a central database at the Central Board for Real Estate Data.

Figure 4.10 Multi-purpose cadastre. Reprinted from ‘Land information manage-
ment: an introduction with special reference to cadastral problems in
third world countries’ by Peter F. Dale and John D. McLaughlin (1998)
by permission of Oxford University Press.

Source: © Peter F. Dale and John D. McLoughlin, 1988.
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LIS provide the comprehensive information on which to base decisions
relating to the effective allocation and management of land resources.
Ralphs and Wyatt (1998) discussed progress in realising the goal of a 
multi-purpose LIS by examining existing moves towards very large LIS
implementations at the regional, state and national level. The discussion
drew upon experiences in Europe, the US Australia and the Developing
World in addressing a series of key human, organisational and technical
issues, including:

� the assurance of privacy of information relating to individuals;
� the need for confidentiality of commercially sensitive information;
� the availability of copyright to protect innovation and original thought;
� the adequacy of legal statutes that enforce the above;
� the creation, implementation and adherence of standards for referenc-

ing and exchanging real estate information;
� problems of and prospects for combining diverse information resources

and the cost of generating digital spatial information.

We next discuss the development of a National Land Information System
(NLIS) for the UK.

A National Land Information System (NLIS) for the UK

The NLIS initiative aims to provide seamless access to integrated land and
property data. The service will co-ordinate and distribute comprehensive,
accurate, up-to-date and regularly maintained information on land and
property ownership, use and value for every land parcel in Britain with
links to planning, socio-economic, demographic and environmental infor-
mation. The service will integrate, via the Internet, all of the various sources
of information that are currently held at disparate and unconnected loca-
tions. This will give easier access to a wide variety of land and property
information on a one-stop basis and in a reliable and secure environment.
The goal is to improve the management of one of Britain’s most important
and valuable resource – land and property. The NLIS will help to speed up
the process of gathering land and property related information, while
simultaneously creating new markets for this information.

Some of the catalysts for creating an NLIS include:

� a requirement to know more about the land and property assets, for
example, local authorities need to record their property assets and 
the European Union is proposing a register of land holdings for each
member state;

� better information about land and property will encourage more 
effective property management, environmental protection, taxation,
planning and marketing;



Mapping, LIS and conveyancing  105

� many public sector organisations are involved in the collection of prop-
erty data and are computerising their records. With standardisation of
referencing procedures these data can be integrated, thus reducing
duplication of effort and adding value through shared use of data;

� developments in information technology provide a foundation on
which to build an NLIS;

� many countries, both developed and developing, have taken the plunge
in the creation of LIS and the experiences of these countries prove that
the cost of development can be recovered provided a critical mass of
data is released;

� the establishment of a NLPG which allocates a UPRN to each property
will enable unambiguous identification of the land parcels.

An NLIS offers the ability to integrate property data collected by public and
private sector organisations. It also provides the opportunity to reuse data that
may have been collected for a specific purpose and hence add value to those
data and reduce the net cost of collection. Unlike many other countries Britain
benefits from a national large-scale digital map base. The UK NLIS will geo-
graphically reference land and property information using this map base.

The absence of an NLIS in the UK has long been recognised and there
have been many calls for wider access to property data collected by various
organisations and for these data to be integrated using a common property-
referencing standard. The idea for a national network of land and property
data was propounded in a project called Domesday 2000 (Dale, 1991)
which put forward the case for an NLIS that would integrate data sources
relating to land and property ownership, use and value. A market potential
survey was undertaken to gauge demand for computerised access to land
information (Capital and Counties, 1992). This survey revealed a substan-
tial market for integrated access to property information sources. Research
continued under the auspices of the Domesday Research Group (Fovargue
et al., 1992) and a demonstrator system was developed with funding from
the Royal Institution of Chartered Surveyors (RICS) to raise awareness of
the commercial and social value of this form of property data access. As
part of a Citizen’s Charter Initiative, in 1992 the government supported the
development of a pilot conveyancing application of the NLIS for Bristol
(Smith, 1998). This public sector initiative involved collaboration between
the Land Registry, the OS, local government and the VO. It successfully
used the property-referencing standard, BS7666, to integrate data from var-
ious government departments in support of the enquiries made prior to a
conveyance of a property. The pilot project also investigated ways of includ-
ing non-addressable property in order to gain 100 per cent coverage for the
study area. Bristol City Council (BCC) now uses the system for the admin-
istration of local land charges and the Land Registry plan to develop an on-
line conveyancing application of the NLIS pilot. The Bristol pilot was an
important first step that was necessary to ensure that all data providers
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describe properties in the same way (Smith, 1998). It also revealed a signif-
icant difference in the way that solicitors and surveyors access property
information. Solicitors pay fixed fees for the information that they gather
to support their advice on a conveyance. Typical data suppliers include the
local authority, the Land Registry and the utilities. Surveyors, on the other
hand, have a more informal network of contacts from which they gather
information in support of property advice. This has important implications
for a more formal means of integrating property information using BS7666
and disseminating this information using an NLIS.

A feasibility study for NLIS, carried out by KPMG Management
Consultants in 1997, identified those market sectors for NLIS services that
have the greatest commercial value, with many more likely to develop over
time. These services are listed in Table 4.1. It is not difficult to envisage how

Overseas case study

In Scotland ScotLIS is an initiative to develop a one-stop-shop with easy
and affordable access to a wide range of computer-based information
about land and property from both private and public sectors. The ulti-
mate aim of the ScotLIS project is that of providing an integrated data
set where the user obtains information from a range of providers by
means of a single search enquiry. This will be facilitated by means of a
gazetteer through which enquiries will be routed to the information
providers. A pilot funded by the Government’s Invest to Save initiative
will cover the information pertinent to the Glasgow City area. The pilot
comprises Registers of Scotland, Glasgow City Council, British
Geological Survey (BGS), and The Coal Authority. Public and private
organisations will be encouraged to participate in the project.
Applications include conveyancing, environmental assessments, plan-
ning, building control, property searches, estate management, develop-
ment appraisal, insurance assessment, marketing and land monitoring.

Overseas case study

The Singapore NLIS is an online service provided by the Singapore
Land Authority. Land information (including ownership, transaction
history, land tenure, encumbrances, land use and transport informa-
tion, information on surrounding amenities such as shops, schools
and roads) and cadastral and locality maps (land parcel boundaries
and areas), is made available to the public for a fee. Land information
that was previously only available from separate government agencies
is now accessible from one web site.
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the applications highlighted by the KPMG study may grow. For example,
policy spatial support is probably of equal value to the local as well as the
central government. Participants in the feasibility study highlighted the 
following as the major benefits of NLIS:

� saving of time and money
� ability to provide clients with a better standard of service
� more effective targeting of clients.

From the KPMG study key applications for land and property management
would appear to be collateral risk analysis, insurance location risk analysis
and a property enquiry service. The first two applications are perhaps bet-
ter known in the property professions as property valuation for lending and
insurance purposes respectively. Indeed, a survey of members of the Royal
Institution of Chartered Surveyors (RICS) undertaken in 1997 revealed that
the NLIS data of most interest to surveyors were property values and prices,
planning and ownership details.

A number of potential service providers were also consulted. They repre-
sented a mix of Private Finance Initiative (PFI) operators, system develop-
ers and value added re-sellers in the land and property sector. As with the
potential users, the service providers demonstrated a high degree of enthu-
siasm for NLIS. Many are already planning their involvement. The market
research clearly identified that many users would pay a higher price for
value-added information or services by passing on these charges to clients
through better quality of service, time savings or through new business 
generation.

Table 4.1 Potential applications of NLIS (Local Government Management Board,
1997)

Opportunity Sectors Processes

Conveyancing system Commercial All aspects of conveyancing
Non-commercial

Environmental Horizontal market, Site sensitivity, contaminative uses
assessment system multi-sector

Geo-marketing system Marketing Property enquiries, 
demographic/trend analysis 

Collateral risk analysis Financial services Property enquiries, financial/
legal, conveyancing,
enviromental and risk analysis

Insurance location risk Property Property enquiries, environmental 
analysis underwriters and risk analysis

Property enquiry service Horizontal market, Access to owner, value and 
multi-sector use of land and property

Policy spatial support Central government Trend analyses, policy monitoring
system
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The NLIS Feasibility Study concluded that the NLIS is commercially fea-
sible and identified considerable enthusiasm in the market place. All of the
critical elements for success have converged: open government policies,
availability of data and standards, partnership business models, informa-
tion and communications technology, commercial enthusiasm and an
increasing market demand. In January 1999 the Treasury awarded £2.3
million to the Ordnance Survey, the Land Registry, Registers of Scotland
and the Local Government Improvement and Development Agency to help
implement a live version of the NLIS conveyancing application. It was to be
a leading example of ‘joined up government’ and would help the govern-
ment pursue its manifesto pledge to speed up and simplify the house-
buying process. The application covered the whole of Bristol and enabled
the geographical identification and on-line search of twelve data providers
as part of the enquiries before purchase of a dwelling.

Now that government support and commercial backing for an NLIS is in
place, the development of NLIS applications is under way. Users of the
NLIS can access data over the Internet and receive information in a form
that is not dependent on the data source. Rather than a central database of
land and property data, the NLIS acts as a hub or gateway through which
data providers can supply data and users can access data and associated
services, as shown in Figure 4.11. Maintenance and accuracy of data sets
remain the responsibility of the suppliers but are managed by a hub admin-
istrator. The price and quality of each contributor’s data will be determined
by market forces; if the price is too high or the quality is too low then 
customers will not request those data. Income received will be apportioned
amongst service and data suppliers by a hub manager. The advantages 
of a hub network are that information may be stored and updated by 
those organisations skilled in the handling of particular types of land 
and property information while access, analysis and display may be per-
formed remotely. Also, from a technical viewpoint, a network of distributed

Figure 4.11 NLIS hub.
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databases is preferable to a single large database in terms of storage 
efficiency and access time.

The NLIS infrastructure allows data providers to supply data to the cen-
tral hub via a local area network, similar to systems in operation in other
countries such as Sweden and Australia. The NLIS hub licence has now
been let to MacDonald Dettweiler and Associates. With the hub in place
‘channel’ service providers offer customised access to the data via the
Internet. Channels have been licensed to provide NLIS services that will link
to the hub and the hub operator will interface with data providers and pass
this information to the NLIS channels. Channel licensees will buy data
through the hub and sell it to property professionals and the public.
Providing land and property information through NLIS will simplify serv-
ice delivery by creating a single interface for accepting requests, delivering
results, billing and payment. In addition data and services will be actively
marketed by the NLIS channel operators.

As more than 2.5 million homes are bought and sold in England and Wales
each year, initial NLIS channels are being developed to speed up the property
searches necessary as part of the conveyancing process. These services will
provide access to property information held by local authorities, the Land
Registry and others and can then be expanded to help simplify the buying and
selling process. This will be achieved by allowing properties to be searched
via the web, including faster and more accurate property identification via the
NLPG and online maps. The conveyancer will be able to retrieve ownership
information from the Land Registry and local land charge information from
the local authority as well as searching for other information relating to the
property such as environmental or geological data.

In the future services that have been tailored for other property profes-
sionals such as surveyors, property agents, lenders, developers, insurers,
local authorities and environmental managers will appear. These users may
require similar data but packaged in different ways. Additional data may
also be required such as data collected from local authorities by English
Partnerships on previously developed land, which is being used to create the
National Land Use Database (NLUD). The potential for an NLIS is far-
reaching and as services appear the user-base is expected to expand from
those involved in conveyancing to a much wider ranging community that
can benefit from easier access to land and property information, particu-
larly that held by central and local government.

Yet NLIS will only operate effectively with appropriate access to data
that are comprehensive, accurate, up-to-date, regularly maintained and 
reasonably priced. The private sector has traditionally not pooled data
resources, preferring to rely on data generated in-house. This has led to a
considerable duplication of effort and no single comprehensive or national
source. A change in attitude towards data collection, dissemination and use
is required for the NLIS to work effectively in the private sector. This is now
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evident. Furthermore, an NLIS requires the support of government in order
to release key property data sets held by local authorities, the VO and other
government departments. This is also happening. A comprehensive policy
of data release is needed if a ‘critical mass’ of data necessary for the NLIS
to work is to be achieved.

The creation of an NLIS will offer the property professions several
advantages. First, the duplication of effort that exists in the collection of
property information by individual firms will be minimised. Comprehensive
access to national information on property use, ownership and value, with
links to many other property-related data sets, will allow firms to concen-
trate on the collection of more specialised data and develop analysis tech-
niques relevant to their particular area of expertise. Second, small firms,
unable to invest in comprehensive data individually, will have access to a
‘pooled’ data resource to which they can add specialist local knowledge and
market experience. Third, the time spent on data collection will be reduced
and a quicker response time to client instructions may be possible. Finally,
by implementing a GIS-based NLIS, new geographical analysis techniques
will be possible and, given the importance attached to location as a factor
in property development, occupation and investment decisions, these tech-
niques should be explored by the property professions. Two-thirds of
respondents to a survey of property firms in 1998 said that NLIS would
replace existing methods of gathering information and 95 per cent of them
believed that it would save them time, increase their use of information and
open up new sources. In the future land and property managers may gen-
erate new business opportunities by being able to interpret and add value
to information that is widely available.

Overseas case study

In Saskatchewan, Canada, the city of Regina has added GIS 
functionality to its LIS that is used for property valuation for taxation
purposes (Figueroa, 1998). Many of the variables that are input into
the system are geographical, such as proximity to the commercial 
district. The GIS achieves several objectives:

� construction and maintenance of ownership parcels;
� measurement of proximity to key roads, railways and commercial

districts;
� production of maps of comparable evidence for valuation 

purposes and
� production of valuation neighbourhood maps to aid delineation

of boundaries.

Other departments within the city council also use the system for the
notification of planning applications to neighbours, route planning
for police and fire services, tree and pest control and traffic accident
analysis. The city’s assessment division revalues properties using 



Property marketing and conveyancing

It is clear from the previous section that one of the first channel services of
the UK NLIS will be conveyancing. This is because it is widely regarded as
having a sound business case and a service that speeds up and simplifies
house buying in the UK and has political support. This section puts the
NLIS initiative to create a conveyancing application into the context of
related GIS developments in property marketing and agency.

Marketing

In the UK there are many listing services on the Internet for residential
property that use mapping as a window on the data. For example,
www.propertynow.co.uk uses interactive mapping to allow users to search
for property and receive a map showing locations of relevant properties
plus details such as asking prices. Other sites include www.proper-
tyfinder.co.uk, www.propertylive.co.uk, www.housenet.co.uk and
www.homesonline. At the present time none of these listing services has
emerged as a market leader. It is useful therefore to look at the Realtors
Information Network in the US to see where developments might lead.
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comparable sales. Assessors depreciate or appreciate building replace-
ment costs using market adjustment factors based on comparable
sales by property class and neighbourhood. A computer-assisted mass
appraisal system is used which requires spatial inputs (area, traffic
data and distance from commercial properties). A GIS is used to con-
struct an ownership layer and other data are also input as layers. The
GIS also helps assign value adjustments to residential properties based
on geographical criteria such as contiguity of railway tracks, high traf-
fic roads and commercial properties. Using overlay analysis, traffic
counts from the road network coverage can be assigned to each prop-
erty. Maps can be output for customers showing comparable sales and
their proximity to the subject property. Map and analysis output from
the GIS has been used as evidence in appeals against property tax
assessments. Ownership data are used to inform residents when a
development is proposed within 75 metres of their property. Engineers
have used GIS to determine flood impact and maintenance division
use it to evaluate garbage collection routes.

Overseas case study

In the US the National Association of Realtors (the largest trade asso-
ciation of residential property agents in the country) has established
the Realtors Information Network (RIN) at www.realtor.com. This
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Internet-based home search service was established in 1993 to counter
the threat of private ‘homes for sale’ notices appearing on the Internet.
The RIN is accessible to all and there are currently 1.4 million prop-
erties listed. Potential purchasers and agents access the web site and
conduct an initial map-based search followed by a submission of
details of desirable attributes (including price range) so the search 
narrows to a selection of suitable properties within a defined geograph-
ical area. Images are included as well as details of the relevant agent.

A search for a property begins by entering the state or province on
a map (Figure 4.12), selecting an area within the state (Illinois is
shown in Figure 4.13 and northern Illinois in Figure 4.14) and choos-
ing a county (Chicago) that is of interest. An area can then be selected
within the county (Figure 4.15 shows Chicago City South) and a spe-
cific neighbourhood is chosen (Figure 4.16 shows Hyde Park). Finally
the user selects the type of home (single family for example) and
inputs a price range and physical characteristics. Matched homes are
listed, photographs (such as the one illustrated in Figure 4.17) are
included along with physical details and a map.

The RIN has now reached critical mass and is the place on the
Internet in the US for properties to be advertised nationally. Critical
mass was achieved by making the RIN a complete online service for
property brokers, including property advertisements, email, bulletin
boards, secure Internet access and web browser for subscribers. It also
includes trade journals and newspapers online, membership directory,
Multiple Listing Services and an online market for Realtor products.
Realtors pay an initial fee followed by payments based on properties
advertised and products downloaded. One such product is GeoData,
a simple GIS interface that allows Realtors to search for properties
geographically, display internal and external images, list all the fea-
tures and produce reports on a variety of demographic and environ-
mental data sets held on the RIN such as:

� state/county/zip/tract/place geography and demographics, 
pollution levels, voter registration, income tax rate, unemploy-
ment rate, sales tax rate, crime rate, consumer price index,
weather data;

� assessor data: owner, assessed value, date purchased, property
details;

� details of sales;
� details of foreclosure proceedings in progress;
� school test scores, student/teacher ratios, facilities, enrolment by

grade, demographics, equipment, budget, administrators and
school district data;
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There are also commercial property brokerage services available via the
Internet such as the EGPropertyLink service from Estates Gazette
Interactive (www.egi.co.uk) and Primepitch.com (www.primepitch.com)
which use mapping as an aid to property search and selection routines.
Many residential and commercial listing services use Multimap for property

� full telephone directory listings and mailing addresses, identified
as business or residential;

� full street coverage with names, address ranges and ZIP codes
� highways, state roads and other major arterial routes;
� landmarks: parks, airports, military bases, golf courses, recre-

ational facilities, retail centres, churches, museums, etc. and
� railways.
These data are updated annually and the aim is to include all 
conveyancing forms in electronic format too. GeoData means that
Realtors can take advantage of GIS capabilities collectively 
rather than having to invest in data capture and technology 
independently.

Overseas case study

In Japan a similar system has been developed called the Real Estate
Information Management System. The GIS-based system is designed
to assist in the analysis of various locational requirements of 
purchasers and thus improve property matching, share property and
purchaser information more effectively and produce ‘property state-
ments’ that include maps. Properties that meet the requirements of
purchasers are searched using the GIS, based on area, desired use,
period and price. The system stores data on more than 8,000 proper-
ties and is used daily by more than 100 Realtors.

Overseas case study

In Ireland ‘My Home’ (www.myhome.ie) uses mapping to access a
gazetteer of properties for sale. Users can zoom to areas of interest 
and view details of properties, identify the locations of nearby 
schools, shops, parks, hospitals and other amenities and a network
tool offers directions to these amenities. More than eighty estate 
agents in Ireland use the site which provides a web-based facility 
for agents to geo-code new properties for sale interactively as they
come on to the market.



Figure 4.12 Selecting a state (1 of 6).

Source: Selected graphic images from Realtov.com and used herein with permission.
Copyright © 1995–2002 National Association of Realtors(r) and Homestore.
com.Inc. All rights reserved.

Figure 4.13 Selecting an area within a state (2 of 6).

Source: Selected graphic images from Realtov.com and used herein with permission.
Copyright © 1995–2002 National Association of Realtors(r) and Homestore.
com.Inc. All rights reserved.
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Figure 4.14 Choosing a county (3 of 6).

Source: Selected graphic images from Realtov.com and used herein with permission.
Copyright © 1995–2002 National Association of Realtors(r) and Homestore.
com.Inc. All rights reserved.

Figure 4.15 Selecting an area within a county (4 of 6).

Source: Selected graphic images from Realtov.com and used herein with permission.
Copyright © 1995–2002 National Association of Realtors(r) and Homestore.
com.Inc. All rights reserved.

location finding. www.multimap.com provides access to street maps and
travel directions for the UK and Europe. It also includes aerial photos of
London and other cities in Britain and provides a range of mapping services
for businesses.
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Most commercial property marketing sites require the user to select 
a broad geographical region from which properties may be selected.
However, this is neither user-friendly nor efficient. As more properties are
added to a property listing site a more sophisticated method of refining the
search using geographical parameters will be necessary, similar to those that
exist on residential web-listing services. The use of such broad geographical
regions is also confusing and requires a certain degree of knowledge that the
user may not have. For example, is Bournemouth in the south or south-west
of England?

Figure 4.16 Choosing a specific neighbourhood (5 of 6).

Source: Selected graphic images from Realtov.com and used herein with permission.
Copyright © 1995–2002 National Association of Realtors(r) and Homestore.
com.Inc. All rights reserved.

Figure 4.17 Viewing a picture of a selected property (6 of 6).

Source: Selected graphic images from Realtov.com and used herein with permission.
Copyright © 1995–2002 National Association of Realtors(r) and Homestore.
com.Inc. All rights reserved.
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The use of large-scale digital map data (perhaps with small scale mapping
as a front-end) would mean that a database of available commercial prop-
erty could benefit from geographical analysis. Potential owners and occu-
piers could search by location, ask questions about the surroundings, and
examine the nature of neighbouring development, for example. In the UK,
Heywood et al. (1998) created a house-hunting decision support system
that allocated weights and scores to a series of criteria including insurance
cost, proximity to schools, railways and roads and urban areas. A GIS was
used to create thematic layers for each criterion, which are then combined
according to their weighting to perform a search for a suitable site. In other
words the layer with the highest weight has the most influence on the out-
come. Locations of houses for sale were then plotted on top of the map of
suitable sites and ranked according to the criteria that they meet. Details of
individual houses can then be accessed and maps and reports produced.

Location is a key factor for the success of many commercial businesses so
a geographical perspective on property searches would be very useful.
Linked to these data could be planning and other relevant information
maintained by local authorities. Also, rateable value information from the
VO could be linked so that potential owners /occupiers have an idea of their
rates liability. FOCUS information could also be linked (FOCUS –
www.focusnet.co.uk – provides information on property transactions, rents
and prices achieved, landlord and tenant details and the main terms of the
conveyance). Once a web-based property enquiry service is operational, it
may be possible to provide an incentive for agents to submit transaction
details, subsequent to the property being advertised on the site. This would
not only provide useful information about the effectiveness of the web site
as a marketing medium but would also provide property take-up statistics.
Many market commentators have suggested that surveyors should take a
lead in the collection, management and dissemination of vacancy rates and
take-up statistics. A property enquiry service that collects follow-up infor-
mation after the transaction would achieve this.

Conveyancing

The NLIS conveyancing application will transform the way property is
transacted in England and Wales. Information will be available electroni-
cally and this will speed up the property transaction process. Initial services
will be developed to computerise the property searches necessary as part of
the conveyancing process. This will reduce the length of time between offer,
acceptance and exchange of contracts and help to reduce the risk of
gazumping (where the seller of a property raises the price of a property after
having accepted an offer by an intending buyer) or gazundering (where the
purchaser of a property lowers the amount of an offer made to the seller
just before exchange of contracts).

NLIS Internet services will be offered via a number of licensed commer-
cial service and data providers known as ‘channels’ that will provide an 
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on-line link to the various sources of information that are held at disparate
locations, including local authorities and the Land Registry. These services
will give a quicker service by providing easier access to a wide variety of
information on a one-stop basis and in a reliable and secure environment.

Submitting property searches, and receiving results electronically will offer
significant time-savings and greater convenience as it will dispense with the
need to fill in and post separate forms, along with a cheque for the required
fee, for each property search. Instead, searches will be possible via the Internet,
with a single statement and invoice being provided for those services used.

The Bristol pilot of the NLIS conveyancing application was launched in
April 1998. It allows electronic searches, via the Internet, of the following data:

� large-scale digital maps and addresses with grid references from the OS;
� ownership details, registered mortgages, rights of way, restrictive

covenants and registered extents from the Land Registry;
� residential dwelling codes and rateable values for commercial property

from the VO and
� Local Land Charges, planning applications and environmental health

data from Bristol City Council.

This information is supplemented by data from other providers that are
usually required during a conveyance including Bristol Water, British
Geological Survey (BGS), the Coal Authority, Companies House, the
Environment Agency, the Highways Agency, the Lord Chancellor’s
Department and Wessex Water. Users can locate land parcels and properties
using address or map-based queries, as shown in Figure 4.18.

Figure 4.18 NLIS conveyancing pilot application.
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Search requests based on the site or property boundary can be submitted
and most are returned within 48 hours. The Water Authority returns a map
showing pipes, BGS provides a report on radon or a ‘Homebuyer’s Report’
on geological conditions, the Coal Authority provides a report and the
Land Registry displays current entries on its three registers, confirmed by
office copies posted the next day.

Users of the Bristol pilot included solicitors, mortgage lenders and surveyors
and the application provided conveyancers with an electronic search system for
property information that reduced costs and time taken to complete searches. 

The NLIS conveyancing application is important because conveyancing is
a high profile, critical process, represents a partnership between the public
and private sectors and is technically demanding. In 1998 the NLIS Bristol
pilot won the British Computer Society award for IT excellence. More
detail can be found at www.nlis.org.uk. Clearly there are many challenges
ahead. Expansion from a city-based pilot to a national web-based service
will present organisational as well as technical difficulties. The NLIS con-
veyancing application is an initial step towards full electronic conveyancing.
Although the revised BS7666 defines the standard for recording land and
property boundaries, there is no plan for the NLIS to become a national
cadastre. This is perhaps a missed opportunity given the introduction of
Mastermap by the OS with polygon-based feature representation.

In the future, online conveyancing services will include electronic searches,
a public web site for property that is for sale together with related product
and service sales, a databank of demographic and other information such as
house prices and school league tables. This will be similar to the system in
Canada and Realtor.com in the United States. One of the NLIS channel serv-
ice providers for conveyancing services is called Searchflow (www.search-
flow.co.uk). Searchflow provides conveyancers with information about
properties online using a digital map base to integrate various data at the
property level. The service works in two ways. First, Searchflow Referencing
gives users the means to validate the search description and geographical
extent and identify relevant potential sources of information to support the
processing of conveyancing searches. Second, Searchflow Handling will pro-
vide an automated, online conveyancing search service accessible via NLIS.

Summary

Map production is where GIS began. With the wide variety of map data now
available, digital mapping is straightforward and becoming relatively inex-
pensive. The agreement between OS and central government departments and
local government for access to OS digital mapping can be related to the con-
siderable progress being made on the creation of national data sets through the
effective use of geographic information. The biggest hurdle that many organ-
isations have had to overcome is cleaning their own data before they can be
mapped. This has proved to be expensive and time-consuming. For many pub-
lic sector organisations it has been difficult to justify the investment and the



absence of a national standard for referencing has been a significant barrier to
private sector involvement in the mapping of land and property data.

So with the introduction of Mastermap, NLPG and NLIS we should wit-
ness a significant expansion of GIS applications in the field of land and
property management, similar to that which occurred when the OS com-
pleted the digitisation of the national large-scale map-base back in the early
1990s. These initiatives, coupled with competitive pricing that is attractive
to small organisations as well as large ones will be particularly important
to the property industry which is characterised by small to medium-sized
firms. With regard to NLIS services in particular it will be inevitable that
many will focus on London given the geographical concentration of market
opportunities for data and data-based services in the capital. The challenge
will be to ensure that NLIS applications are truly national.
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Introduction

This chapter examines the use of GIS for property management. This usually
involves the linkage of a property asset management database to some form
of large-scale digital mapping. GIS-based property management is typically
used when many of the decisions that the property management system is
designed to support are geographical. Utilities and local authorities are
therefore prime candidates but large landowners or landowners who own
or manage a significant amount of contiguous land and property can also
justify the investment in GIS because the quantity of map data required is
less. Property management decisions need to be made on the basis of accu-
rate information and so GIS applications often entail a relatively low level
of analysis but a high degree of accuracy. GIS provides a geographical view
of data – perhaps revealing links and trends that would not otherwise be
apparent in an alphanumeric database. GIS also provides a geographical
interface or ‘front-end’ to the data and, in a large property management 
system, this can speed up access and search time.

This chapter begins by considering GIS-based property management
applications in local government, including land terriers and property man-
agement information systems. It then describes how large landowners,
many of which are either government agencies or quasi-public organisa-
tions, are using GIS for land and property management functions. GIS is
increasingly being used for facilities management and two case studies illus-
trate how the tools and techniques that are familiar to users of land parcel
and property-based GIS can be applied at room level too. Finally the 
chapter considers the use of GIS in agriculture and rural land management.

Local authority property management

This section focuses on the application of GIS to property management func-
tions in local government. It will begin by outlining reasons for recent moves
towards the application of IT in local authority property management and
argue that information used in property management functions is largely 
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geographically referenced. Such data are handled most effectively by IT solu-
tions that include mapping and geographical analysis capabilities such as GIS.

Local government has been at the vanguard of the implementation of GIS
for land and property management. Local authorities have many statutory
responsibilities that require the collection and management of a large quan-
tity of property data within discrete geographical areas. Therefore invest-
ment in GIS technology and data collection can be justified. The utilities
have also found this to be the case with regard to the maintenance and man-
agement of their plant, property and infrastructure networks. But unlike
utilities, which have an emphasis on infrastructure management, local
authorities provide a range of services, and the two tiers of local government
mean that they vary in size and functionality considerably. Consequently
local authorities collect and store a substantial amount of data, the majority
of which is geographically referenced. In order to use these data efficiently
and to allow them to be shared beyond the source department, thus avoid-
ing any potential duplication of effort, GIS is regarded by many as a solu-
tion. Furthermore, GIS are appropriate for local authorities because they
need to consider proximity issues (typically planning and development con-
trol) and they are responsible for discrete geographical areas. Local govern-
ment is one of the largest users of GIS and in 1993, 29 per cent of local
authorities had a GIS compared to 16.5 per cent in 1991 (Masser and
Campbell, 1994). Later surveys by the Royal Town Planning Institute (RTPI)
were carried out in 1995 (Allinson and Weston, 1999) and RTPI (2000). The
2000 survey showed that some 94 per cent of authorities had either imple-
mented, or were implementing, a GIS. This compares with 64 per cent of
authorities in 1995 and indicates that GIS has consolidated its position as a
mainstream technology within local government. Table 5.1 shows that
around 57 per cent of councils considered that they had a fully operational
GIS (compared to 30 per cent in 1995). In 1995 8.3 per cent authorities had
no plans to introduce GIS; this figure is now 1 per cent. This reduction may
in part be attributed to the increased accessibility and affordability of PC
based GIS. The 1995 survey showed that 68 per cent of those with GIS had
a system shared with other departments. In 2000 the proportion is very sim-
ilar (69 per cent), although there were wide variations between different
types of Council, with National Parks the most common home for corporate
systems whereas metropolitan districts and London boroughs favoured
departmental systems.
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Table 5.1 GIS procurement in local government in 2000 – (in %)

Fully operational GIS – development complete 27
Fully operational GIS with extensions/modifications 30
GIS currently in development 38
No GIS but introduction planned 5
No GIS and no introduction planned 1



Examples of applications include:

� administration of council tax and non-domestic rates;
� administration and searches of local land charge registers;
� recording of planning histories and administration of planning 

applications;
� land and property terriers;
� property and highways maintenance;
� demographic analysis for the location of public services such as schools,

libraries and day centres;
� identification of underutilised property and its proximity to over-

utilised property or premises that are in need of refurbishment;
� highway adoptions;
� impact assessment of development proposals;
� space and facilities management, for example, the calculation of grass-

cutting area prior to tendering for work;
� mapping vacant and contaminated land;
� modelling the environmental impact of proposals for housing 

development.

Data sets used in these applications might include land ownership, right-to-
buy sales plans, contaminated land, land charges and vacant land registers,
street furniture surveys and highway adoptions registers. GIS is often used
to superimpose these data above OS digital mapping and in-house large-
scale land surveys.

In its memorandum of evidence to the Audit Commission the RICS
(1987) recommended that:

� local authorities should adopt a more corporate approach to property
management;

� a central property department be established in each authority;
� a central database of property owned and leased by the authority is

essential to allow performance indicators to be constructed and to 
permit more informed decision-making;

� a central property database could be used for estate management,
development, and by maintenance and service departments.

Clearly the RICS felt that the property portfolio is a key area of manage-
ment policy within a local authority and therefore suggested a move
towards a ‘property’ department with a dedicated property information sys-
tem, rather than having the property functions dispersed among legal,
treasurers’, environmental services and other departments. This would
allow performance indicators to be developed and more informed property
decisions to be made. The Chartered Institute for Public Finance and
Accountancy, in its report on local authority asset registers, supported the
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recommendations of the RICS regarding the need for a central database of
property owned and occupied by local authorities.

When the Audit Commission published the findings of its review of local
authority property management it highlighted a lack of information about
property in many authorities (Audit Commission, 1988a). For example, it
was commented that many authorities did not know what they owned. It
was therefore suggested that a Property Committee should be formed
within each authority and one of its main responsibilities would be to bring
together information on the authority’s property holdings. The Audit
Commission also recommended that all authorities bring their land and
property terriers up to date and maintain a reliable index of property deeds
(Audit Commission, 1988b). The Commission suggested that UPRN should
be used to link terrier information to financial and other information sys-
tems. The Audit Commission suggested core land and property information
that should be recorded in a property database, with links to financial and
other information systems using unique identifiers that contain map 
co-ordinates (a national grid reference, for example) (Audit Commission,
1988a). This offers an opportunity for local authorities to implement a GIS –
an opportunity that many authorities have taken up. The Commission
stated that ‘the importance of an up-to-date and comprehensive terrier cannot
be overstated since it is the starting point of much property management
work’. Information regarded as essential is illustrated in Figure 5.1.

This type of geographical information is well suited to input and analysis
using GIS and many authorities now use this technology to maintain their
land terriers. The advantages of a GIS-based land terrier over paper-based
systems are described by Lilburne and Rix (1991) and can be summarised as:

� an ability to handle changes in features over time;
� an opportunity to tailor the database to suit different types of user;
� provision of authority-wide access to a corporate resource;
� geographical analysis of property information;
� high-quality map production.

The transition from a paper-based to a GIS-based land and property terrier
represents a shift from a static inventory/index system to a dynamic, inte-
grated property management system.

Since the Audit Commission’s report on local authority property manage-
ment in 1988 (Audit Commission, 1988a) there has been substantial invest-
ment in GIS by local government. This has been assisted by the Service Level
Agreement with the OS, which makes the cost of OS mapping more afford-
able to local authorities. Many implementations of GIS in local government
have been aimed at improving planning-related functions such as planning
application procedures, the recording planning histories for each land parcel
and the administration of local land charges. But the application of GIS to
local authority property management is also regarded as an effective use of
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data collected as part of the statutory functions undertaken by local author-
ities. Property plays an essential role in the delivery of core local authority
services. It must therefore add value directly (minimum costs and maximum
capital receipts) and indirectly (fit for purpose and right location) (Jenkins
and Kearns, 1999).

The conventional means of recording and monitoring data on local
authority property is the land terrier. A land terrier is a record of council-
owned properties normally managed by the Estates Department or the legal
records section of the Chief Executive’s Department (Rix and Lilborne,
1994). The terrier comprises maps and text of property owned and leased
by the local authority. Cross-referenced card files often contain summary
information on the source of the conveyance, land title documents, leases,
any sale and acquisition details, easement and wayleaves, Land Registry
certificate number, financial details of purchase, vendor details, boundary,
covenants, controlling committee, assignments, alienations, subletting, tenant
mortgages, alterations, etc. At its simplest a land terrier comprises

� a street index entry to land terrier maps;
� land terrier map tiles based on large-scale OS mapping;
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Figure 5.1 Property information required for local authority property management.

Source: Reproduced from Audit Commission (1988a) with permission.
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� deeds registers (basic details from deeds);
� deed packets.

Traditionally paper maps are used to indicate the site boundaries together
with ownership, parcels sold, leased or owned and the controlling commit-
tee. This leads to updating problems. Digital mapping presents obvious 
benefits in terms of archiving of historical data, customisable symbols, wider
access to data, geographical analysis and high-quality printouts. In support
of the evidence submitted to the Audit Commission by the RICS (1987) a
survey of local authorities in the Eastern Thames Corridor revealed that the
land terrier was regarded as one of the key themes in the plans for a corpo-
rate information strategy. Kirkwood (1998) comments that ‘the traditional
property terrier has all the essential elements of a GIS – maps, data and
explicit geographic references linking the two – such paper-based creations
provide very limited search facilities and little or no opportunity for data
analysis’. A GIS can help monitor the cost of support and maintenance to
each department measured by the amount of space they occupy. It can also
match people, products and services with property, monitor the location of
vacant property and link with property, asset and financial systems.

The Chartered Institute of Public Finance and Accountancy and the
Audit Commission recommended the elevation of the land terrier to full
asset management system (Rix and Lilborne, 1994). Use of GIS in a land
terrier will evolve it from a rather static inventory and index to a more
dynamic property management system capable of helping to optimise
returns on assets, budgeting, facilities management, valuations, inspections
and maintenance. Decision support might include queries like:

� Where are the sites that were subject to unplanned maintenance last year?
� Which properties have been vacant for more than six months?
� Have rents in the Central Business District and business parks changed

in the last year?
� Where are the properties that have rent reviews in the next 12 months?

A more sophisticated geographical query might be to list properties that
have occupancy under 50 per cent and are within 10 minutes distance of a
property with occupancy over 75 per cent. Other benefits of using a GIS
include:

� Ease of editing data
� Overlay of minor land and property interests such as easements, leases,

committee boundaries
� Council-wide access to the data
� Statistical and geographical review of the property portfolio
� Accurate and up-to-date large-scale map base
� Custom printing and plotting.
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A GIS-based land terrier can be used to visualise and spatially analyse 
patterns in data and integrate disparate data sets such as the terrier and
travel patterns (Rix and Lilborne, 1994).

The land parcel is the basic spatial unit of a land terrier but since owner-
ship boundaries are not legally defined in absolute geographical terms in
England and Wales (refer to the ‘General Boundaries Rule’ described in
Chapter 4), the capture of legal extents of land parcels may reveal overlaps
and gaps in the mosaic of land ownership (Lilburne and Rix, 1991). This
problem becomes more apparent as legal extents of land parcels are digi-
tised and recorded in a GIS. To try and reconcile boundary overlaps and
gaps some local authorities have commissioned the Land Registry to help.
In this way the introduction of GIS has prompted many local authorities to
audit and verify the geographical extent of ownership of their land and
property assets. In the sections that follow we describe some specific exam-
ples of GIS implementation for property management.

Aylesbury Vale District Council

At Aylesbury Vale District Council GIS is the basis for address accuracy and
consistency throughout the Council’s services. It is based upon a BS7666
compliant LLPG, which contains 78,000 text and graphics records,
together with a centrally maintained and updated corporate OS map base
that is available to all users. Creating a LLPG that records the geographical
extents of land ownership as well as text-based information offers a num-
ber of benefits. The LLPG currently supports planning and development
control, highway management, local land charges, property management
and housing, and will support environmental health and electoral registra-
tion in the future.

The GIS-based LLPG is used to support development control through the
capture of planning application site extents and automating planning history
and planning constraint checks. GIS is also used to help capture building
regulation application site extents, input data records to the local land
charges process and automate the processing of all local land charge
searches. It is the intention of the council to link the land charges system
with NLIS.

A property management system was established to capture current and
historic land parcels held within the Council’s land portfolio and is used as
the basis for asset management and property management processing. The
system is also used as a reference and as a resource by many other users
within the authority, for example, for grass-cutting contract plans. The abil-
ity to produce a map of property attributes recorded in the housing system
(e.g. three bedrooms) will form the basis of a customer search facility to
assist tenants in their choice of a Council accommodation.

At Aylesbury Vale GIS implementation has enabled a large quantity of
data to be made available electronically to a wide user base within the
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Council, and the LLPG is used as an interface to any query about a property.
Furthermore, GIS is used for the capture and analysis of other spatial data
associated with leisure and community safety functions, such as the selection
of appropriate sites for new facilities and the matching of different spatial
data sets from different agencies in the fight against anti-social behaviour.
The key factors that have made GIS a success at Aylesbury Vale are:

� the corporate commitment made by the Council and a willingness to
stand by this decision, no matter what financial pressures were facing
the Council;

� the commitment of a small group of very committed and dedicated 
personnel;

� a readiness by colleagues, not involved in the GIS Team itself, to
embrace the potential of GIS, despite the difficulty of converting 
systems, data, etc.;

� the development of a funding model, which took the issues of finance
away from those working at the coalface, and allowed them to 
concentrate on getting the job done.

The London Borough of Barking and Dagenham

In 1991/92 the London Borough of Barking and Dagenham (LBBD) devised
a strategy for property management incorporating GIS technology. This is
ongoing, and involves the implementation of the following components.

Core referencing system The central feature of the strategy was the
development of a framework of common referencing standards. The author-
ity decided that the problems and costs of taking forward a corporate infor-
mation management strategy were outweighed by the benefits arising from
the resulting opportunities for data sharing and reduction of data duplica-
tion (London Borough of Barking and Dagenham, 1996a).

The initial phase of GIS development concentrated on the land terrier and
corporate master address file. The council used to operate a range of
addressing systems, which was seen as a source of potential problems when
an integrated system was adopted. The master address file resolves this
issue by providing a standard system of address referencing. The addresses
are compliant with BS7666.

Computerised land terrier The LBBD used a GIS to create a digital land
terrier and property management system. Prior to this the council had in
excess of thirty manual property information registers, indexes and other
systems. The paper-based information system was becoming increasingly
complex for a number of reasons, not least the inherited property from 
the Greater London Council and the sales of council-owned residential 
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property under the Right-to-Buy legislation. After several local government 
reorganisations the authority was operating many manual property infor-
mation systems. Eighty-five per cent of the authority’s property interests
were unregistered with the Land Registry. At the end of the 1980s the cre-
ation of a corporate property database was recommended, centring on an
address file ‘hub’ facilitated through a BS7666 compliant LLPG. Four devel-
opments were recommended:

� land terrier and commercial property portfolio;
� integration of existing and development of new property regulation 

systems for planning, housing, health, highways and local land 
charges;

� planned maintenance and building management system;
� integration of existing infrastructure related systems with new systems

(MacLellan, 1998).

GIS was regarded as a logical information system for recording long lease-
holds in flats, flying freeholds and relatively minor interests such as pram
sheds, all of which are difficult to record on a paper-based or alphanumeric
database. The land terrier computerisation and Council House Sales data
capture are now complete and significant financial benefits have already
arisen from the land terrier update through the cleaning of manual records.
The GIS-based land terrier means that paper maps do not have to be
renewed and the information about each parcel can be queried quickly by
many users. For example, vacant land in a certain locality or committee
ownership can be identified. The GIS also offers the ability to visualise ‘lost’
sites and development opportunities and correct ownership boundaries
(MacLellan, 1998). The council is aware that if it encounters problems 
reconciling deeds with reality this could delay a conveyance and cause
developers to look elsewhere for opportunities.

The land terrier has already made a significant contribution to the oper-
ations of the authority. The effective administration of council house sales
information has been a primary source of benefits. The LBBD has 21,000
council house sales operations to administer, each with its own set of
restrictive covenants. These properties were sold off variously by the LBBD,
the Greater Lender Council (GLC) and the London Borough of Redbridge.
By using the master address file and GIS mapping to identify these proper-
ties, the LBBD has saved money and generated new income by recognising
errors in the title registration process, speeding up the process of inventory
by colour coding and mapping properties digitally and flagging up potential
benefits from existing covenants on sold properties.

An interesting application of digital mapping arose in the capture of par-
cel boundaries for the land terrier. Before the Second World War much of
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the Borough comprised agricultural land. Field boundaries were used to
demarcate the extent of many of the council’s older land titles and deeds
and these have long since been destroyed by urban development. One of the
problems faced by the authority was to reconcile ancient land titles and
deeds with the existing urban landscape. The solution devised was to utilise
digital OS County Series maps from the 1920s and 1930s which show the
field boundaries, and to reconcile these with the existing digital cover of the
Borough. This approach was found to be a highly effective way of identify-
ing the exact location of older land titles, and has been praised by the Land
Registry (LBBD, 1996).

Commercial property portfolio management system The commercial
property portfolio management system was developed for the Estate
Management Team in the Property Services Section of the authority. The
system is the first application to operate in conjunction with the comput-
erised land terrier. The council has fifty-seven sets of property data and 
70 per cent of their information relates to council-owned property. The
property management system handles lettings administration of the entire
commercial property portfolio owned by the authority.

The authority is engaged in six types of property activity:

(i) management of council property ownership;
(ii) control and regulation of property related activities;

(iii) council building management;
(iv) infrastructure development and maintenance;
(v) service planning and marketing; and

(vi) local property taxation and electoral registration.

Further development of the property management system now includes a
planned maintenance system and related building management systems and
an infrastructure management system.

Land charges administration system The land charges administration
system encompasses information from the Planning, Health and Legal
Services departments relating to planning and building controls, highways
management and grants available for properties. By bringing together infor-
mation resources from these different departments, the administration
process is made more efficient. The authority is also considering integrating
Census of Population information with the terrier database for planning
and development purposes.

The land charges administration system encompasses information from the Planning, Health and Legal Services departments relating to planning and building controls, highways management and grants available for properties. By bringing together information resources from these different departments, the administration process is made more efficient. The authority is also considering integrating Census of Population information with the terrier database for planning and development purposes.
To summarise, GIS implementation at the LBBD began with the computer-
isation and merger of the land terrier and local land charges system. GIS
now comprises corporate property database, a land and property gazetteer
(master address file), planning and building control, local land charges and
property management systems (MacLellan and Musgrave, 1999).
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Other local authorities

Bristol City Council has adopted a federal approach to GIS implementation
where each directorate sets up its own GIS and uses core data from a LLPG.
So far, in addition to the core address and land parcel boundary data, data
sets captured include electoral ward boundaries, footpaths and other pub-
lic rights of way, areas of flood risk, Sites of Special Scientific Interest
(SSSIs) and map data from the Bristol Local Plan.

Morgan et al. (1994) describe how GIS is used to manage approximately
15,000 property interests at Strathclyde Regional Council. GIS implementa-
tion grew from grounds maintenance in Strathclyde Country Park and fol-
lowed an application-led development path. The Buildings and Works
department commissioned detailed plans and inventories of maintainable fea-
tures at 2,500 council-owned properties in the region. The land terrier is also
being digitised for use in the GIS. The aim is to develop a property manage-
ment information system which will include OS digital mapping, political and
administrative boundaries, grounds maintenance sites and legal titles.

At the Vale of White Horse District Council a GIS was introduced to man-
age the implementation of the regulations under the new Home Energy
Conservation Act. This act requires councils to produce plans to reduce
domestic energy consumption by 30 per cent over 15 years. The council cap-
tured building outlines and energy data for approximately 5,000 residential
properties owned by the Vale Housing Association. The GIS allows individual
properties and estates to be identified where energy consumption is highest.

At Birmingham City Council GIS is used for property management and
economic development, including management of regeneration, contami-
nated land, local land charges, planning and development control and
grounds maintenance. With regard to the property functions to which GIS
has been applied, internal data sets used in relation to these GIS applica-
tions include:

� Terrier records (see Figure 5.2)
� Land availability
� Building condition
� ‘Deed’ plans
� Employer database.

These are combined with OS digital mapping, address data and rectified
aerial photography. Land terrier records support property management, site
assembly policy and decisions. They are also used as a key to locate 
additional records such as title deeds and individual property plans.
Planning data in the GIS is used to identify areas of economic need. 
This helps in the preparation of bids for funding and the measurement 
of compliance with performance indicators. The GIS is also used to assist
the planning of regeneration activity and targeting of support for businesses
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Figure 5.2 Estate Management plan denoting Birmingham City Council depart-
mental responsibilities within a shopping parade and its environs, 
produced from a GIS. Reproduced Courtesy of Birmingham Property
Services Divison, Birmingham City Council and © Crown Copyright.

Ladywood
Community

Centre

51
271

Cavell

House 207 to 261

26
3 t

o 2
77

11
37

61

15

Nightingale House

Key
St John's C of E
Junior and Infant

School

62

96
71

86

84

82

52

74

50

44

76

226

222

220

212

208

GUILD
 CLO

SE

192

PC

Hall

184

186

48

44

40

38

42
36

22

41

33

Brecon

Tower

1 to 12

14 to 94

Fam
ily C

ent
re

El

55
47

43

Sub
Sta

204

Centre

1225

Knollcroft

11

1

5

151 t
o 1

1

15 to 35GREAT TINDAL STREET

LEDSAM
 STREET

GILBY ROAD

LEDBURY CLOSE

19419196198

202

218
216

214

200

224

Vincent Hall

2

Ladywood
Meth Ch

The
St Vincent

(PH)

ST VINCENT STREET W
EST

Natio
nal

 Child
ren

s H
om

e

SoldSold

Sold
Sold

Sold
Sold

Sold
Sold

Sold

Sold

Priva
te

Sold

Sold

DRAWN

Director of Economic Development

DRAWING NO.

N
Unauthorised reproduction infringes Crown copyright and may lead to prosecution or civil proceedings. Licence No. 076104.

SCALE DATE

Economic Development

Reproduced from the 1995 series Ordnance Survey 1250 mapping with the permission of the Controller of Her Majesty's Stationery Office. (c) Crown copyright .

1:1250Ladywood
St. Vincent Street West

O.S.Ref No.SP0586NW M.Shop

Paul Spooner,

Alpha Tower,

Suffolk Street Queensway,

Birmingham, B1 1TR.

Jon Wilson 18th April 2001

722

Birmingham City Council

Sold

PLAN KEY

Education

E.D.C.

Other Rights/Interests

Access

Satellite dish

Tenancy

Lease

Long lease ground rent

Sold

Void

Leisure and culture

Extent of Birmingham
Property Services Management

Housing owned and managed
inside & outside centre

} At rack rent

Brecon

Tower



and community initiatives. At a more strategic level geographical areas 
of economic activity such as tourism can be identified and analysed. The 
benefits resulting from the application of GIS to these local authority 
functions include easier targeting of activities within a defined boundary
rather than by address (the quality of the latter can be doubtful) and the
production of consistent and unambiguous property plans for use in con-
veyancing and other applications. Cost savings have been identified as 
a result of the application of GIS in these areas and include the avoidance
of wrongly allocated grants (where a map boundary defines extent of 
eligibility) and general efficiency savings in property management and plan
preparation. The only problem encountered in the application of GIS at
Birmingham City Council is that users can have difficulty interpreting
multi-layered data.

England (1996) reports that at Gloucestershire County Council the cor-
porate GIS strategy was implemented by the county surveyor. Benefits were
seen in terms of access to digital mapping, demographic analysis for better
targeting of services, ‘what if’ modelling and a map interface to existing sys-
tems. Studies by Sutton London Borough Council and Cardiff City Council
estimated the cost of working with maps to be in the order of £400,000 per
annum and these studies show that a GIS can reduce time spent on the
above activities by more than half. Each department established its infor-
mation requirements and these were shared to see where duplication
occurred. Data requirements are illustrated in Table 5.2.
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Table 5.2 Local authority information requirements

Information Requirements:
1. OS mapping
2. Addresses
3. Socio-economic indicators
4. Census data
5. Property database
6. Pupil database
7. Gazetteers (street names, postcodes, parishes, addresses, towns and villages,

schools, libraries, pubs, churches, garages, stations and hospitals)
8. Highways and planning data
Applications include:
1. Road maintenance (more than 1.5 million road inventor items are recorded)
2. Accident analysis (accident information from last ten years)
3. Traffic (counts over the last 10 years)
4. Street works and road condition survey
5. Development control and public rights of way
6. Planning (applications, census analysis, sites and monuments, register of 

industrial premises, waste sites and waste land use, key environmental sites, 
minerals, strategic policy constraints, vegetation)

7. Police (use the accident system, mapping and address location, link to crime
statistics, property information and crime patterns)

8. Fire (hydrant and property location)
9. Social services (postcodes and address information)



One authority has digitised all of the boundaries of the parks and open
spaces under its control so that the GIS can calculate the area of grass 
that needs cutting. This helps the authority when advertising the contract for
tender. Some authorities use GIS to assist in their emergency and disaster
planning procedures, others use GIS to help manage traffic flow and provide
visitors with route information. A key benefit cited by local authority prop-
erty managers with regard to GIS-based property management systems is
access to data at remote sites. Problems typically centre on maintenance of
data, hardware and software incompatibility and lack of staff.

Large landowners

Housing associations

Riverside Housing Association and South Staffordshire Housing
Association use GIS to show trends in rent arrears, vacancies and afford-
ability and to map areas of high property turnover. The entire property
stock of each housing association can be displayed on a map and 
geographical trends within the data, such as clusters of rent arrears and
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Overseas case study

The Economic Development Department of the City of Vallejo in
California (www.ci.vallejo.ca.us) has developed a GIS application that
lets prospective businesses search for information on commercial sites.
The web-based site selection application allows users to locate exist-
ing buildings or development land, together with demographic, eco-
nomic and traffic count data for the surrounding area. These queries
can help determine whether the workforce education levels and/or
consumer expenditure levels are compatible with the needs of a busi-
ness. Business listing information can identify possible competitors or
find companies that offer agglomeration potential. The Economic
Development Department works with local real estate agents and
landowners to keep property listings up to date. This saves time for
the local authority and puts prospective business in direct contact
with agents and owners. Prior to the GIS a prospective company
would talk to staff at the Economic Development Department who
would manually search for properties that matched the company’s
requirements in databases that were only updated a couple of times a
year. Subsequent to the launch of the GIS a company contacted the
local authority to arrange a tour of five properties that it had already
shortlisted on the web.



areas of high repair frequency, can be highlighted. Any data relating 
to a property, such as rent information, stock condition information 
and tenant status can also be symbolised and queried directly through 
the GIS.

Trends in the data, such as cost of repairs by parish, can be analysed and
compared to other statistics about those areas. This helps assess whether
underlying diversity in the regional geography causes clusters in the housing
association’s data. An additional benefit is the ability to produce detailed
property location maps for tenancy officers and other third parties such as
local authorities.

GIS implementation has enabled the housing associations to access
information that was previously either unavailable or difficult to extract.
Moreover, by examining various types of data geographically, they are able
to make more informed decisions with regard to housing management and
development strategy. There are a growing number of applications in hous-
ing associations for GIS. For example ‘letting packs’ can be produced for
new tenants, which include detailed maps and photographs of the property
and neighbourhood. Profiles of local areas or neighbourhoods can also be
constructed by analysing both in-house and external data against boundary
information.

Property Advisors to the Civil Estate

The Property Advisers to the Civil Estate (PACE), an executive agency of
the Office of Government Commerce in the Treasury, was established in
1996 following a recommendation that Property Holdings be reconstituted
as an executive agency. Its aims are to co-ordinate departmental activity on
the Civil Estate and to provide departments with advice and support on
property issues ranging from facilities management to hiring consultants
and finding new accommodation.

Property Advisers to the Civil Estate is developing a Property
Information Mapping System for core Civil Estate data. The new database
will have the capacity to display the exact location and outline of Civil
Estate properties on OS digital maps together with digital photographs. The
system is designed to provide departments with shared access to their core
data together with remote update facilities via the Internet.

The PACE web site (www.property.gov.uk) provides a detailed 
description of the plans to implement a GIS-based property information
system; the reasons for and method of this implementation are summari-
sed next.

The UK Government collectively owns, leases or has on licence many 
thousands of land and property interests. Those which are used as offices, for
storage, etc. are often recorded on a range of databases within the various
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‘owning’ departments and agencies. However, there is no central framework
that enables estate managers or property consultants to identify easily
where these land and property interests are and where responsibility or
ownership lies. The implications of this are that if an asset is ‘lost from
sight’, it cannot be effectively managed and opportunities to realise capital
proceeds may be missed and redevelopment opportunities lost. Furthermore
Central Government has a key role in promoting urban regeneration with
efficient use of assets in the public sector. Knowledge of linkages and poten-
tial marriage value is a key to such innovation. The Government is also
committed to improving the management of public assets. This links with
the aim to optimise use of the property interests held by the Government.
The development of a co-ordinated land and property database could
ensure that assets are managed properly and that opportunities are taken to
realise the value of unused or under-used facilities. In the past property was
acquired for public use and then it was left to local staff to manage. The
Government’s commitment to the more effective management of public
assets, coupled with developments in technology, means that it is now pos-
sible to establish an easily accessible and comprehensive national record of
government-wide land and property assets.

Property Advisers to the Civil Estate is working independently and with
the Highways Agency to take forward pilot studies in relation to current
data sets, to identify how these can be brought up to BS7666 standard and
thereby integrate with other national initiatives. Once the preliminary via-
bility of these pilots is known, PACE will be inviting Departments to par-
ticipate in the creation of a proposed national Register of Government
Land and Occupational Property. The Register will facilitate tracking of
Government’s land and property interests and will identify where primary
responsibility for these interests lies. The Register will use a GIS and OS
digital mapping to ensure a consistent and common referencing framework
to underpin land and property information. In the longer term it is pro-
posed that the Register should provide a definitive record of all
Government interests in land and property and thereby offer a connection
with the many databanks in which more detailed property-specific infor-
mation is held. There are a number of features of the proposed Register
which make it particularly appropriate for Government departments 
and agencies:

� Every physical property boundary and seed point will be referenced to
the national grid and will be shown on large-scale OS maps.

� Information about the status of each property can be represented 
geographically.

� It is possible to establish that parcels of land are, in fact, physically
adjacent and could combine to form a development site whose value is
greater than the sum of its parts.
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� Each land parcel can be related to other geographical and demographic
information.

� Users can establish what property interests are owned by whom in any
given area.

� The data can be linked to other databases providing common refer-
ences are adopted.

� All branches of the Government will be able to access the key locator
information stored on the Register via the Government Secure Internet.

� Selected information stored on the Register could, if appropriate, 
be made available to businesses and the general public via the Internet
provided protocols and gateways are established.

Each land or property parcel will also be allocated a unique identifier which
can be used as a cross-reference to other land and property information.
Ultimately the Register could contain the following core data:

� site area
� local authority area
� land certificate number if the interest is registered
� owner
� responsible organisation
� tenure
� deed reference and location
� postal address and code
� entry date/amendment date
� whether the property is affected by any easements or other registered

encumbrances.

Much of this information can then be viewed as overlays, for example, with
leaseholds and freeholds shown in different colours.

Using unique identifiers, the Register can link with the estate databases
of local authorities to provide, for example, information about planning or
local strategies. The Register can also link with the databases of the Land
Registry and the Registers of Scotland. This will provide access to title
information, indicating, for example, whether a freehold is subject to a
restrictive covenant or other encumbrance. The Register can provide access
to valuable contextual data relating to property interests by drawing on a
wide variety of external information sources such as:

� information about the socio-economic characteristics of a specified area
� contaminated land
� archaeological sites
� underground water courses
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� siting of retail and other facilities within a given radius or drive-time,
� identities and contact details of relevant utilities and statutory undertakings.

Each land parcel polygon can be overlaid with geographical information
corresponding to the selected search area or a specified buffer around it.
This enables the user to search for information relevant to, say, a five-mile
buffer around the site boundary. Typical applications of this might include
relating a site to zoning information within the local plan, which can be
visualised as an overlay.

The principal benefit to Government departments and agencies of the
Register is that it will enable them to identify units that are no longer
needed for operational use – and therefore make informed decisions as to
which are available for disposal. It will also facilitate consideration of
options as to the best way to dispose of these properties. By identifying sur-
plus interests against an OS map base the system offers an effective way of
establishing that several interests are adjacent and that small pieces of low
value land can be put together to form something more valuable or mar-
ketable. When properties are viewed against a map base, adjacent
Government interests can be identified more easily which allows for smaller
interests to be sold to adjoining owners.

The Register can use the GIS software to filter and prioritise. For exam-
ple, all interests in built-up areas (i.e. those shown on 1:1,250 scale map-
ping) of an acre or less can be targeted first, or all rural interests (i.e. those
shown on 1:2,500 and 1:10,000 scale mapping) of over an acre. Where
departments or agencies have a large number of property interests, the
majority of which will be impossible to sell or of a nominal value only, the
ability of the Register to filter and prioritise will help to design a disposal
strategy which can maximise the value of these interests.

The GIS-based Register can relate parcels of land to other geographical
data. For example, land can be shown overlaid on the local plan whose zon-
ing/use designations can provide significant clues on how to maximise the
potential value of the property. The ability to overlay current OS mapping
onto old title plans can provide a clear indication of whether a parcel of
acquired land was fully used in connection with a development scheme or
whether part or all of that land is surplus and now available for disposal.

Many departments and agencies are likely to find that the bulk of their
surplus parcels of land are of little value. These interests are a potential 
liability and will frequently be worth disposing of irrespective of value. The
Register offers the opportunity to design a disposal strategy which can
achieve significant proceeds from even small parcels of land, for example,
by building a programme of garden land extension sales.

The aim is that the Register database and GIS applications and the digital
mapping will be easily accessible to users, via the Government Secure
Internet. The Register will provide property owners/managers and occupiers
across the public sector with a building block on which to construct a standard-
setting land and property management information system.

138 GIS applications in land and property management



London Transport Property and Network Rail

London Transport Property has implemented a GIS-based property asset reg-
ister. Property assets covering an area of London out to the M25 motorway
can be searched by the nearest tube, street name or reference number. At pres-
ent the referencing of property assets is not BS7666 compliant but is based on
the Royal Mail’s Postcode Address File. The search result displays a map 
centred on the identified property, which is shaded according to tenure type,
with OS large-scale mapping as a backdrop. Attribute data can then be
queried from the database and search results can be output to a property asset
report which includes a map. The GIS also includes editing tools for the
update and maintenance of the register. The benefits of the GIS-based register
are the visual perspective on property assets and the removal of reliance on
paper-based OS map sheets that were maintained manually and suffered from
the usual land terrier problems described earlier in this chapter. Problems
encountered during implementation of the GIS application have largely been
of a technical nature. For example, legacy data was not easily transferable to
the new system and the GIS database adopted was not relational.

Aerial photography has been used as a background for property identifi-
cation relating to specific development projects. A particular problem that
London Transport Property faces is that some of the property assets are
underground and therefore OS mapping does not provide a meaningful
backdrop to the location of these assets. Consequently underground assets
are not geo-referenced.

A further GIS development at London Transport Property is the compulsory
acquisition system that automatically issues Notices to Treat to property
owners who are affected by new development programmes. The notices
include A4 plots of the area affected by the development at the land parcel
level. Explanatory letters can also be automatically sent to relevant parties
within a specified proximity to the development proposal.

Network Rail has invested in GIS for the compilation of their asset 
register and to assist with planning, designing and information sharing on
major infrastructure projects. Bespoke software was developed to link
legacy asset management data to GIS software. Features can be located 
geographically and attribute data queried, and vice versa. The GIS therefore
assists Network Rail in the management of their property portfolio of
approximately 7,000 properties, together with incident management.

Ministry of Defence

The Defence Estate comprises 225,000 hectares of freehold property,
15,000 hectares of leasehold property and rights over 124,000 hectares of
danger areas and training. This includes 48,000 structures in 2,600 sites in
1,800 locations in the UK (including airfields, docks, masts, offices, ware-
houses and retail) which is valued at £14 billion. According to Wooden et al.
(1999) GIS is used to manage the OS digital mapping, training area 
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maps, farm plans and lease information for this estate. Plans are produced
for the acquisition, disposal and development of land. GIS can help identify
cost-effective methods of managing and rehabilitating infrastructure and
facilities, environmental compliance monitoring, cleanup and remediation.
GIS is also used to manage environmental and conservation information
and rights of way. The system is now available to approximately 900 users
over an intranet.

Valuation data are collected on a five-year rolling programme and,
together with other land and property data, this forms the basis of the
Defence Property Register. All land and property interests have been geo-
coded and a map interface can be used to access the database. Simple geo-
graphical query tools are available to show, for example, sites with a value
of more than £10 million and within a radius of 10 kilometres of a selected
site. There are plans to transfer the land terrier to the GIS with links to
scanned title deeds and other documents.

Facilities management

GIS tools can be applied to room-size assets as well as land parcels and 
properties. Information about facilities is used to support a number of busi-
ness processes such as maintenance and operations, property management
(acquisitions, disposals, refurbishment and redevelopment), human resources,
capital planning, inventory services and information services. GIS offers
advantages over traditional CAD and Computer Aided Facilities Management
(CAFM) systems due to the ability of GIS to perform complex geographical
analysis and graphical navigation. GIS also provides the opportunity to inte-
grate infrastructure management with room-level detail. This is not possible
with traditional CAFM systems. The map interface and topological data 
structure in GIS provide a powerful and flexible means of organising,
analysing and presenting facilities information at every level of a company’s
infrastructure. For example, using GIS for space management, a planner can
identify the impact of infrastructure projects on building occupants, pinpoint-
ing, say, the building support, public bathrooms or other areas that will be
taken out of service when underground utilities that service that facility
require maintenance (Gondeck-Becker, 1999). By implementing a spatial
model for facilities information, relationships can be developed among these
business processes that could not be achieved previously. For example, a 
common spatial reference of ‘office number’ in both human resource data
(personnel name, position and office number) and in maintenance manage-
ment data (equipment name, service call, service date and office number)
allows correlation of personnel to equipment and service calls. This spatial ref-
erence provides a consistent vocabulary for locating facility assets and enables
business analysis to cross departmental boundaries (Gondeck-Becker, 1999).

The following case studies illustrate the application of GIS to facilities 
management. They show how the structure and data management schema
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of a GIS can be used to extract, query and analyse facilities information and
present the results of an analysis in map form. They provide an apprecia-
tion of the potential advantages and disadvantages of a GIS in a facilities
management context.

University of Bristol Healthcare Trust

The internal room layout of one of the buildings occupied by the University
of Bristol Healthcare Trust (UBHT) was mapped and attribute data col-
lected in 1995 in order to assist with space planning at the hospital. The
five-storey building comprises a basement, ground floor and three upper
floors. The floor plans and room-specific attribute data can be viewed and
analysed using a GIS. Figure 5.3 shows that the rooms for each floor of the
building were mapped in separate layers within the GIS and floor 3 is 
displayed, together with the attribute data for room 176. This allows 
adjacency and the proximity of compatible or incompatible room uses to be
examined visually. Maintenance and repair programmes can be constructed
using the attribute data in such a way that teams can work on logical
groups of rooms before moving on.

Similarly, thematic or choropleth maps can be created to illustrate room
use (Figure 5.4), occupancy level (Figure 5.5) and any of the attribute data
stored in the database for each floor. Attribute data can be used to extract
subsets of the data. For example, Figure 5.6 shows rooms on floor 2 which
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Figure 5.3 Floor 3 rooms classified by departmental responsibility.



Figure 5.4 Rooms on floor 2 classified by use.

Figure 5.5 Rooms on floor 1 classified by occupancy level.
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Figure 5.6 Rooms on floor 2 used by the Pathology Department and have a digital
door-lock.

are used by the Pathology Department and have a digital door-lock.
Attribute data relating to facilities that are not necessarily room-dependent
can be stored in relational databases and linked to the room data using
unique identifiers. This is how the facilities data for the UBHT building
were managed and Table 5.3 illustrates the attribute data that were
recorded in databases for each floor of the building and the database struc-
ture for associated facilities data. The room_id field is the link between the
attribute table for each floor and the related ‘facilities’ databases. A GIS is
able to use these relational links between databases when analysing data.
For example, Figure 5.7 highlights those rooms on floor 3 that are used by
the Ante-Natal Department and Ante-Natal Clinic and have tap tempera-
tures that are 60 degrees or greater. To perform this query the water fittings
database must be joined to the floor 3 database.

What sets GIS apart from other facilities management software is the
ability to perform spatial analysis. Using a simple overlay technique, for
example, it is possible to identify rooms where the X-ray Department on
floor 1 is directly above the kitchen area on the ground floor. Similarly,
proximity analysis can be used to determine which rooms on floor 1 are
within a distance of say one metre of rooms used by the Ear, Nose and
Throat Department.



Table 5.3 Building facilities databases

Attributes of floor rooms Associated facilities

room_id (code) Water fittings Light fittings
room title (text) room_id room_id
department (text) watertitting lighting type
directorate_id code taptype_id number
peopleuse_id (code) taptemp comments
occupancy_id (code) tapref
room height (value)
decorcond_id (code)
ceilingtype_id (code)
floortype_id (code)
windownumber (value)
windowtype (code) Pipework
windowlock (T or F) room_id
windowhazard (T or F) pipe type
surveydate (date) diameter
datainputdata (data) length

Figure 5.7 Rooms on floor 3 used by the Ante-Natal Department and Ante-Natal
Clinic and have tap temperatures 60 degrees or greater.

Radiators
room_id
radiator type
number
comments

Ventilation
room_id
ventilation type
number
comments
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Overseas case study

In the USA a GIS is used as a space management system at the University
of Minnesota. The university has 80,000 students and staff, 24 
million square feet of floor space and 1,000 buildings valued at more
than three billion dollars. The GIS provides information on occu-
pancy, size, use, programs, accessibility, etc. and can be linked with
other departmental systems. It was designed to help human resources,
inventory services, telecommunications and other departments that
use spatial identifiers (building or room numbers) as a primary
method of organising data. A graphical navigation and query inter-
face links 1,300 floor plans and campus maps with over 60,000 data-
base records. The campus maps provide information on buildings and
the floor plans provide information on rooms. Colour-coded plans
can be created using database data and infrastructure management
data can be integrated with room level detail so a planner can identify
the impact on building occupants when underground utilities require
maintenance. The finance department uses the GIS to analyse build-
ing and operating costs and data can be analysed to identify buildings
and departments with high operating costs (Jordani, 1998).

Gondeck-Becker (1999) reported that implementation of the Space
Management System (SPACE) at the University of Minnesota began
with an analysis of requirements, management procedures and related
business processes to identify space management needs and require-
ments. Key factors uncovered during the analysis phase included:

� Effective business decisions require access to and synthesis of
information from a variety of information systems across the
University including facilities management.

� Location is an organising concept for a variety of departmental
data including human resources, security, class scheduling, inven-
tory and research. These databases include information on attri-
butes ranging from staff names and position to lists of controlled
substances, equipment and hazardous waste. Associating a build-
ing and or room number to organise departmental data is a com-
mon practice.

� Departments need information about the facilities that accommo-
date people, equipment and activities tracked in departmental
databases. The information they need includes data about the
location, size, condition, accessibility, assignment of space and
other factors.

� Lack of an enterprise-wide spatial model (e.g. site, building and
room numbering scheme) causes other users to develop their own.
This leads to multiple database maintenance and inconsistent data.
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� Departments need access to accurate, up-to-date drawings of
facilities.

� Departments need robust and flexible data access and reporting
tools that incorporate graphical navigation, query and reporting.

� Accurate space data has a significant economic impact on Indirect
Cost Recovery (as related to federally funded research), occu-
pancy and deferred renewal.

� Legacy space management systems that make data difficult to
access frustrate efforts by academic units to make effective deci-
sions regarding assignment of space. With the existing system
integrity was questionable, data was not current and the system
was not used by some groups. Difficulty in use and maintenance
of data led to a backlog of incomplete revisions.

User requirements dictated the selection of an enterprise-wide facili-
ties management system rather than a departmental solution. The
Project Team determined this approach would add business value to
many departments in the University, not just facilities management.
The system needed to provide an intuitive interface for finding,
analysing, consolidating and communicating facilities and related
data and present data graphically via maps, floor plans and other
data. It also needed to allow users to integrate facilities data with
information from other university systems such as classroom schedul-
ing, inventory services, human resources and departmental databases,
spreadsheets and other tools used to manage departmental data. The
system needed to be easy to maintain and provide accurate, timely and
auditable data.

The SPACE System allows users to connect institutional data, such
as occupancy and use, with data that departments maintain for their
own requirements such as instructional activities, research projects,
controlled substances and hazardous waste. User-defined data can be
analysed together with institutional data, floor plan drawings and
maps. Responsibility for collecting and updating institutional data
resides with the facilities management department while user-defined
data maintenance is the responsibility of the individual department. In
order to connect user-defined to institutional data for analysis, the
data sources must have a common identifier (e.g. building or unique
room number). The data are organised in a spatial hierarchy by: 
(1) Campus, (2) Zone and/or District (if one exists), (3) Building, 
(4) Floor, (5) Room and (6) Room Detail. Most of the information
about space is attached to the room and room detail records, but it is
possible to capture information about an element at any level of the
hierarchy. The room record stores all of the information that is valid
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for the entire room, such as size, capacity and accessibility. User-
defined data can be connected at any level. Floor plan drawings can
be used as a tool for navigating and reporting to a variety of data.
Users can conduct ‘what if’ scenarios for planning and design.

Campus maps illustrate major geographic and facility features;
roads, sidewalks and building outlines have been incorporated. Plans
for future releases include the incorporation of utility and other infra-
structure data. Floor plans illustrate exterior and interior walls, win-
dow locations and door openings. Major structural, circulation
elements (stairs, elevators) and mechanical shafts are also noted.

As an example of application, Residential Housing merged its 
database of room assignment characteristics (gender preference,
smoking preference, visitation, etc.) with institutional data. The com-
bined data was used to produce drawings used for student registration.
In another example, the group responsible for facilities maintenance
is integrating their maintenance management system with the SPACE
System. By sharing data that describe the location hierarchy, mainte-
nance planners have access to institutional space data to schedule pre-
ventative and unplanned maintenance. The Finance Department is
using SPACE to help analyse the building and operational costs for
University facilities. Once the cost data are linked to SPACE they can
be queried to identify buildings and then departments and activities 
in those buildings that have high operating costs. The Facilities
Management department is using the system to create campus maps
that are colour coded to reflect the costs of different utilities.

The SPACE System uses GIS technology to provide accurate, up-to-
date drawings and facilities data to support the activities of a broad
spectrum of users and business processes. A university-wide solution
requires more collaborative effort during implementation but the
result can add value to institutional data, facilitate the flow of infor-
mation between business functions and support integration across
departmental boundaries. It is a powerful management and analysis
system that is having a much broader impact on the efficiency of the
organisation.

Also in the US, the Davis Campus of the University of California uses
a GIS for physical, environmental and capital planning. The campus
comprises 3,500 acres, over 1,400 buildings and 24,000 
students and the GIS is used for long-term development of the campus
(Boyd and Rainbolt, 1998).

Finally, in the District of Columbia, a GIS has been developed to man-
age the facilities of 164 school and administrative land and buildings,



Rural land management

Rural estate management

GIS can be used in rural estate management (Donald, 1999) for the following
purposes:

� to produce land use maps;
� area management for subsidy claims;
� link database of cropping records, nutrient status, soil type, drainage

works, yields to maps;
� accurately map field boundary changes;
� produce conservation maps to accompany bids for grants;
� help valuations, forecasts and budgets for forestry suppliers and the

Forestry Commission.

As an example the Boughton Estate comprises 4,500 hectares in
Northamptonshire plus additional land and minerals in Cumbria. The estate
includes 1,000 hectares of woodland, 11 tenanted farms and one in-hand
farm, five conservation villages with over 200 properties, a variety of com-
mercial and other buildings (many of which are listed), wayleaves, ease-
ments and mineral extraction rights. As well as requiring access to accurate
and up-to-date estate records, managers need to be able to capture and
communicate estate information geographically. They also need to be able
to produce customised plans and perform land use modelling. A GIS,
together with GPS data capture facilities, was regarded as the solution (GI
News, 2001). Estate data, such as property agreements, sales and access
rights, are held as overlays and tables in the GIS, which is used for:

� Estate modelling – to create maps and schedules for the forest design
plan, showing woodland composition, felling and re-stocking.

� Dispute resolution – one cottage on the estate was sold in 1980s and
the conveyed boundaries were incorrectly fenced, resulting in a dispute
between the owner and the estate when the property was resold in 2000.
The boundary was therefore resurveyed and superimposed over the
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totalling some 31 million square feet of space. The GIS was imple-
mented to manage information on ward boundaries, attendance
zones, rivers and streets. School information such as names, educa-
tional programmes, average class size, student enrolment, capacity,
community accessibility, comfort rating, handicap accessibility, room
closures and physical details of buildings and facilities are also input.
The GIS is used as a decision tool for maintenance programmes
(Kilical and Kilical, 1996).
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conveyed boundary to identify discrepancies and create plans for recti-
fication of documents to satisfy solicitors and the Land Registry.

� Development land sales – the estate was granted planning permission
for housing on a large area of land and a GPS was used to subdivide
the land into plots and to monitor land registration.

� Area-based grant applications – throughout the European Union there
is a requirement to continuously update agricultural maps for the
Integrated Administration and Control System (IACS) that monitors
the disbursement of funds under the Common Agricultural Policy.
Only a 2 per cent error in areas recorded is permitted. GPS and GIS
are used to ensure correct payments for agriculture and woodland
practices by accurately measuring field and wood areas. ‘Some disused
quarry land on the estate was identified for landfill, resulting in a
boundary change. This adjusted the area of an agricultural field previ-
ously registered for IACS. GPS was used to survey the new fence line.
The data were transferred into the GIS where they were used to create
a new field plan, centre point and area for application to MAFF, with-
out having to wait for the OS to resurvey’ (GI News, 2001).

Future applications are to include the digitisation of utility infrastructure on
the estate to allow wayleave payments to be reviewed, and the identifica-
tion and survey of potential adverse possession of estate land.

Agriculture

With regard to agriculture, GIS is used to assist precision farming, balanc-
ing the need between the economic return from a crop with the environ-
mental impact. An increasing number of farmers are investing in GPS
receivers which can pinpoint precise locations by locking onto a network of
satellites. Combining this information with OS digital mapping using a GIS
allows the farmer to store, analyse and display a wide range of data – from
crop yields and fertiliser requirements to tracking machinery and locating
staff. Farmers can map yield, weed or insect infestations. This information
can then be used to apply herbicides and pesticides more effectively. GPS
can also be used to record agronomy variables (nutrient and moisture lev-
els) at grid intervals (alternatively satellite imagery is used for data collec-
tion over wide regions). These location data are input into a GIS and
integrated with other data geographically. This helps determine where
chemicals and pesticides should be applied.

Shuttleworth Farms in Bedfordshire make extensive use of both GPS
equipment and digital mapping. GPS is used to determine the amount of 
fertiliser, chemical or spray to use. Identifying a combine harvester’s exact
position using GPS enables farmers to plot yield maps by logging the precise
yield from crops passing through the machine at any particular moment. 
The farmer can then produce a map showing the yield across a field. This
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information can be used to work out how much fertiliser to use and precisely
where it needs to be spread. Farmers can also see which fields produce the
best returns, helping them to plan their planting for maximum results and use
their resources more efficiently. The progress of vehicles and machinery can
also be followed on-screen using computerised mapping that shows the lay-
out of the farm. Messages can then be passed to staff on the ground, such as
how close a grain trailer is and how long it will take to reach them.

In the US, GIS is used in agriculture by:

� retailers to assist in the marketing and transportation of fertilisers and
chemicals;

� agronomists for monitoring production trends;
� agricultural lenders and crop insurers to rate and market crop 

insurance policies;
� agricultural manufacturers for marketing, operations and distribution;
� agribusiness for wholesale distribution.

Land management

English Nature promotes the conservation of England’s wildlife and natu-
ral features and is the Government’s advisor on nature conservation.
Amongst its other responsibilities English Nature designates the most

Overseas case study

Sunkist growers (a citrus marketing co-operative in California) use
GIS to estimate the quantity of fruit available each season. This is
done by tagging and measuring a sample of oranges in orchards and
noting the position of the source tree in the orchard and the region.
This information is combined with satellite imagery and aerial photo-
graphs. The system also allocates growers to specific counting houses,
thus avoiding potential miscounts. The system will include data from
the National Weather Service in the future to pinpoint areas of poten-
tial crop damage due to hail or freeze. Demographic data will also be
added for marketing purposes.

The Gordon Family Ranch is a vineyard in California and it uses
GIS for planting, fertilising, harvesting, preparing reports to govern-
ment and maintaining data on experimental rootstock plantations.
GIS is also used to create a soil nutrient gradient for planting and for
the addition of lime in acidic areas. With regard to harvesting, differ-
ent parts of the vineyard ripen at different times and therefore sugar
samples are taken to create harvest-scheduling maps. GIS is also used
to define areas needing special soil treatments rather than applying
them uniformly to the whole vineyard.
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important areas for wildlife and natural features as Sites of Special Scientific
Interest (SSSI) and secures the sustainable management of these sites. It also
establishes and manages National Nature Reserves (NNRs) and Marine
Nature Reserves. In order to assist the undertaking of these tasks English
Nature has created digital boundary data for SSSIs, NNRs, Special Areas of
Conservation and other areas of specific natural phenomena.

Figure 5.8 illustrates the ancient woodland areas around Bath and
Trowbridge in the south west of England. The data recorded about each
wood include its grid reference, area in hectares, how much is semi-natural
or replanted, whether any of the wood has been cleared (since 1920 approxi-
mately), public ownership details where known, and any conservation 
status. Prior to digitisation of the boundaries, only paper maps depicting
each ancient wood at 1:50,000 scale were available.

Figure 5.9 illustrates Character Areas for Devon and Cornwall. There are
159 of these areas in England, each of which is a distinctive division of
landscape and cohesive countryside character, on which strategies for both
ecological and landscape issues can be based. The Character Area frame-
work is used extensively by the Countryside Agency to describe and shape
objectives for the countryside, its planning and management. These areas
are not derived from administrative boundaries, but follow variations in the
character of the landscape. As they are based upon the distribution of

Figure 5.8 Areas of Ancient Woodland.

Source: English Nature, used with permission.
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wildlife and natural features, the land use pattern and human history of each
area, the boundaries are difficult to define precisely because of the gradation
from one area to another. Consequently, the boundaries should be regarded
as the approximate limits of the areas involved (www.englishnature.org.uk).

Natural Areas are bio-geographic zones that reflect the geological foun-
dation, natural systems and processes and the wildlife in different parts of
England. There are 120 Natural Areas, many of which are coincident with
Character Areas; the remainder comprise one or more Character Areas.
Natural Areas are a sensible scale at which to view the wildlife resource,
from both a national and local perspective, and they are used by English
Nature as an ecologically coherent framework for setting objectives for
nature conservation. Figure 5.10 shows the Natural Areas for part of south-
west England (www.englishnature.org.uk).

At Nottinghamshire County Council GIS is used to aid landscape protection,
conservation and management and the development of a departmental envi-
ronmental records centre (Shalaby and Ford, 1995). GIS is used to identify
ancient woods, permanent grasslands, heathlands, historic parks and mature
river courses. Some 46,000 polygons have been digitised and other environ-
mental data are overlaid. The GIS is used to help determine landscape char-
acter by analysing components such as distribution of woodland, ecological
habitat and features of designated conservation interest. GIS is also used to

Figure 5.9 Character Areas.

Source: English Nature, used with permission.
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integrate land use and land cover data for each of the landscape types in the
Environment Agency’s river-catchment management plans. Local authority
officers have calculated existing levels of woodland cover, grass, arable land,
urban land and mineral extraction and use the data to determine planting
and land use policies for each landscape type. GIS is also used to identify
areas where, say, woodland planting would not be appropriate. ‘GIS has
thus helped to ensure that an initiative that will have a major effect on the
future landscape takes account of sensitivities and builds upon the estab-
lished character of the area’ (Shalaby and Ford, 1995). The GIS records:

� rural land use;
� derelict land and mineral extraction sites;
� sites of ecological importance, ancient woods and mature landscape areas;
� SSSIs and sites of biological and geological importance;
� wildlife trust, local nature reserves and other designated wildlife sites;
� regional character areas, common land and village greens;
� scheduled ancient monuments, listed buildings and conservation areas.

Applications include:

� landscape protection, conservation management and major landscape
initiatives;

� nature conservation management and planning, re-surveying of sites;

Figure 5.10 Natural Areas.

Source: English Nature, used with permission.
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� information source for the ‘State of the Environment’ report;
� land use change and monitoring, land reclamation, minerals planning;
� highway and transportation schemes;
� informing planning policy, processing applications and briefs;
� local planning enquiries and general research purposes.

In Wales the Environment Agency needed to improve the quality of maps and
reports for internal and external users such as the recently formed National
Assembly for Wales. There was also a need to increase the credibility and 
utility of environmental information for other partner organisations. The
Environment Agency in Wales has therefore implemented a GIS to help meet
this objective, the key benefits of which include the ability to quickly find a
location and view accurate and precise information and the ability to analyse
complex data to assist decision support and policy formulation. Much of the
Agency’s work is catchment based, with some of the data extending beyond
Wales (e.g. the Dee, Seven and Wye river catchments) and is held and man-
aged by external agencies such as the Environment Agency (Midlands). Data
sets used by the Environment Agency in Wales include:

� designated site boundaries, habitat surveys, etc.
� scheduled ancient monuments
� agro-environment schemes
� woodland areas
� development plans, planning proposals
� flood plain data
� OS data
� landfill site locations
� flood warning areas
� local environment action plans.

All functions within the agency utilise a standard set of tools, enabling users
to view, plot, query and share spatial data. In addition applications are
being developed to meet the specialised needs of some functions such as:

� Flood Defence – indicative flood plain mapping, flood warning 
analysis, maintenance of Agency assets and infrastructure.

� Water Resources and Ground Water Protection – river catchment 
modelling, water abstraction licence monitoring.

� Customer Services and Planning Liaison – screening of planning 
applications, staff/customer queries, constraint checking.

In another application the current landscape of the UK has a historic
dimension which needs to be recognised and presented in a readily under-
stood format. This facilitates appropriate landscape management regarding
evaluation, conservation and preservation of the historic environment.
‘Historic Landscape Assessment or Characterisation’ is a GIS application
designed to assess the ‘time-depth’ of a landscape, that is, its historic origin
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(www.agi.org.uk). On completion the project will cover Bedfordshire,
Cambridgeshire, Essex, Hertfordshire, Norfolk and Suffolk. The brief, set
by English Heritage and the relevant Regional Authorities, was to map the
landscape according to its various historic attributes including:

� Field systems: various types of pre-eighteenth-, nineteenth- and twentieth-
century origin,

� Parklands and Policies: their date of origin and subsequent changes of
use, for example, to golf courses/hospitals, educational institutions, etc.

� Woodlands: ‘ancient’, nineteenth and twentieth century.

The information allows the historic dimension of the landscape rather than
site-specific assessments to be taken into account for strategic planning and
in individual planning applications. The GIS application has been used in
Hertfordshire for landscape character assessment, planning strategy and
policy including minerals, development control issues and the management
of archaeological/historical resources.

The application uses a rural, broad-brush approach, where historic maps
and current paper and digital data are assessed at 1:25,000 and digitised at
1:10,000 scale. The assessment is applied on a field-by-field basis and is a
desk-based approach with minimal field verification. A seamless current land-
scape layer is created with additional but discontinuous layers within the data-
base of historic events relating to individual land parcels. In some areas the
current landscape may date back to the sixteenth century or earlier. Other
areas have undergone many changes which may have great ‘time-depth’ of
events, but a more recent history. As an example a ‘prairie field’ created after
1950 may have been enclosed in 1880, but still retains relic elements of its pre-
eighteenth century origins, whereas an adjacent field may date back to 1588.

Data sets used are classified as either current or historic. Current map-
ping includes OS Landline and 1:10,000 raster map data. Historic maps
include Ordnance Survey (1950 sheets), First Edition (nineteenth century),
County base maps (eighteenth/nineteenth century), Tithe maps (nineteenth
century), Enclosure Maps (nineteenth century) and Estate maps (dating
from the sixteenth century). Maps can be constructed, recording the diver-
sity within a landscape, enabling traditional spot site data to be nested
within its historic landscape (which may or may not be contemporary).
Associated databases allow searches, enabling the enquirer to reconstitute
those past landscapes that have survived, or to carry out complex analysis
within and with other appropriate GIS data sets.

Another project under way in the UK seeks to create a Land Cover Map
of the country. This will be a census of the countryside of Britain in the form
of digital maps and databases plus derived products for use in GIS and 
statistical packages. Land cover will be classified as one of twenty-eight 
different types in a vector map, thus segmenting the landscape into land
parcels and recording dominant land cover and attribute data for each 
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parcel. There will also be a raster coverage on a 25-metre grid that will
record land cover and summary data will be produced that will state dom-
inant cover together with its percentage cover for each square kilometre
(www.ceh.ac.uk). Figure 5.11 shows a sample of the Land Cover Map for
the Isle of Wight, off the south coast of England.

Finally, in Essex the Historic Towns Survey Project funded by English
Heritage used GIS to link to Essex Sites and Monuments Records (ESMR).
ESMR shows the location of sites and archaelogical finds on a backdrop of
OS map data.

Summary

This chapter has demonstrated that the use of GIS for land and property
management began in organisations whose functions are geographically
discrete, such as local authorities. This was due to data cost and the ‘project’
nature of GIS applications in the early days of the development of the tech-
nology. This latter point also helps explain the application-led development
of GIS in local authorities, whereas a corporate approach might have been

Figure 5.11 Extract from the Land Cover of Great Britain (1990) showing the Isle
of Wight, © NERC.

Seas/estuary 
Inland Water 
Supralittoral rock/sediment 
Saltmarsh 
Grass heath/moor 
Bog 
Closed dwarf shrub heath 
Open dwarf shrub heath 
Montane habitats 
Broad-leaf woodland 
Coniferous woodland 
Arable land 
Agricultural grass 
Semi-improved grass 
Semi-natural grass 
Fen/marsh swamp 
Suburban 
Urban 
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more effective in the long term. The creation of an authority-wide land and
property gazetteer makes sense but departmental/single application imple-
mentation is easier to justify financially.

Cost and availability of data have decreased and increased respectively.
Consequently the use of GIS for geographically dispersed applications is now
cost effective and they have increased in number. The use of GIS by large
landowners and organisations responsible for a more expansive geography of
property are now finding that GIS offers real benefits. GIS have been used in
property management ranging from crop and land parcel level to natural areas
of several thousand square kilometres in organisations as diverse as Defence
Estates to English Nature. The utilities have not been considered here because
their use of GIS focuses on the management of infrastructure networks rather
than property management. The experience of GIS implementation in many
of these organisations has shown that it is a case of balancing the need for data
accuracy and completeness against fitness for purpose. Sometimes the balance
is wrong – what might be an acceptable level of accuracy for the initial appli-
cation may not be sufficient for subsequent applications.

The initial phase of GIS implementation for many organisations was a
data audit, which often revealed many problems. Data cleaning was the
next stage and this can be very expensive and requires prioritisation
depending on the nature of the application(s) envisaged. Often the first
application was map production – the ability to produce maps on demand
for many users without a drop in output quality was justification enough
for some. The power of GIS is the value it can add to data collected for one
purpose but, through integration and geo-referencing, is useful for another
purpose. Those organisations that have adopted an application-led
approach may find that data collection policies need to be reviewed in the
light of wider GIS use. Those organisations yet to tread this path would be
wise to undertake an application audit at the same time as a data audit.

Perhaps the strongest tangible benefit noted by many users of GIS for land
and property management was the ability to visualise relationships between
property and the surrounding geography by mapping land and property
assets. This geographical view of assets aids property decision-making.
Perhaps the strongest intangible benefit was the data audit and cleaning
process referred to above. At a more technical level, the move from point data
to ownership extents delineated by polygons on a map helps to identify own-
ership, proximity and other neighbourhood issues at the land parcel level. The
use of land parcel extents rather than seed points will undoubtedly increase
following the introduction of OS Mastermap discussed in Chapter 4.
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Introduction

Architects, developers, surveyors and planners make decisions on how geo-
graphic resources should be utilised. The results of these decisions are per-
haps most clearly observed when they relate to the development and
redevelopment of the built environment. Since 1947 all land and property
development activity has been subject to regulation in the form of planning
and building control. The volume, breadth and sophistication of this regu-
lation have risen markedly over the last fifty years and consequently the
requirement for information systems to assist in the interpretation of plan-
ning and development policy has similarly increased. The number of parties
involved in planning and development decisions has risen too, making for
a more complex dissemination and cross-checking process, for which GIS is
a solution.

This chapter focuses on GIS applications for planning and development
functions. Some of the earliest GIS applications in the UK were developed
in local authority planning departments and this chapter considers the role
of GIS in government planning first. The use of GIS for planning within
local government has tended to focus on the automation and improvement
of statutory operations such as searches of local land charges and the pro-
cessing of planning applications. The following section then turns to GIS
applications within central government planning. Here the planning func-
tions are more strategic and relate to the formulation of planning policy and
issuance of guidance for regional and local government.

In terms of development, the decision-making process begins with site
identification and appraisal and GIS has been used in a number of innova-
tive ways to assist these functions. Of particular relevance to UK property
development activity at the moment is the reuse of previously developed
land or ‘brownfield’ sites as they are more commonly known. The potential
for environmental risks and liabilities is greater on such sites and therefore
development decisions tend to be more carefully considered than for 
undeveloped or ‘greenfield’ sites. GIS has been used to great effect in the
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synthesis and presentation of environmental and other land use information
for development purposes.

Finally, and perhaps most imaginatively, GIS has become a favoured tech-
nology on which to base urban design and visualisation applications. Some
of the advantages that GIS offers over CAD and CAFM software were
described in Chapter 5. Similarly, for urban design, the ability of GIS to
store and link attribute data to geographical or spatial features such as a
new building or road means that much more can be asked about how these
features fit in to the landscape and relate to neighbouring features. In short,
the impact of a design can be analysed rather than merely visualised.

Planning

Planning policy

‘Planning is the art and science of ordering the use of land and the charac-
ter and siting of buildings and communication routes so as to secure the
maximum practicable degree of economy, convenience and beauty’ (Keeble,
1969). On its web site the Office of the Deputy Prime Minister (ODPM)
states that ‘our overall objective is to create a fair and efficient land-use
planning system that represents regional differences and promotes develop-
ment which is of a high quality and sustainable’ (www.dtlr.gov.uk). For the
purposes of this chapter and in keeping with Birkin et al. (1996), a more
generalised definition of planning is adopted, which includes activities such
as social services, labour market and transport planning, as well as the more
conventional town and country planning responsibilities of a local author-
ity planning department.

At the national level planning involves the publication of strategic policy
and guidance for implementation at the regional and local levels. The for-
mulation of this policy and guidance relies on the collection and dissemi-
nation of accurate and up-to-date data and statistics. Because planning is
inherently geographical GIS has been identified as a suitable tool for man-
aging, analysing and presenting data and statistics in support of central gov-
ernment planning functions. A good example of the way in which GIS is
being used to help central government in this way is the definition of town
centre boundaries for statistical data collection and analysis. It illustrates
very clearly how GIS can be used to help collect data from disparate
sources, integrate and analyse those data and present aggregated statistics
for planning policy and guidance purposes. The second example of the way
in which central government is using GIS to manage data for planning pol-
icy formulation is the creation of the National Land Use Database (NLUD).
A key planning policy role for the NLUD is to provide regularly updated
data on the reuse of previously developed land and, in particular, a statisti-
cal measure of the amount of housing that is being built on ‘brownfield’
sites. These two examples are described next.
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Defining town centre boundaries for statistical data collection 
and analysis

‘Systematic data collection on the UK’s town centres has not been under-
taken for almost 30 years, yet they have witnessed dramatic change and the
potential impacts of further change need to be assessed’ (Hall and
Thurstain-Goodwin, 2000). For example, the lack of town centre statistics
has meant that is has been impossible to quantify the effects of guidance
contained in Planning Policy Guidance Note 6 (PPG6) that precludes retail
development in off-centre locations. For such analysis to occur it is neces-
sary to develop a consistent set of town centre boundaries so that relevant
statistics may be collected and aggregated for comparison purposes
(Thurstain-Goodwin and Unwin, 2000). ODPM has for several years been
undertaking a programme of work to improve the availability and quality
of retail statistics. A Retail Statistics Working Group supported the
approach of making the fullest use of existing sources of data and limiting
new data collection to those areas not already covered. This was reiterated
in the Government Response to the Parliamentary Select Committee Report
on Shopping Centres and their Future in 1995, after the report had recom-
mended the development of ‘a nationally consistent system of retail data
collection to be published at regular intervals’, which ‘should reduce signif-
icantly the costs being incurred in Public Inquiries and impact studies’. GIS
was used to help meet this objective.

The key factors that characterise a town centre were identified as follows:

� Economy: land use and employment traditionally associated with town
centres.

� Property: building densities.
� Diversity of use: land use mix and intensity.
� Visitor attractions: land use and employment data.

However, there are no consistent definitions or boundaries for town centres
and shopping centres for which statistics from these key factors can be 
produced. Therefore the Centre for Advanced Spatial Analysis (CASA) at
University College, London, and the Urban and Economic Development
Group (URBED) were commissioned by the ODPM to develop a GIS-based
approach to modelling areas of town centre activity, using fine-scale data,
to produce a continuous spatial index of ‘town-centredness’. The way in
which the key factors helped define an index of ‘town-centredness’ is illus-
trated in Figure 6.1. This index is then used to define a set of Central
Statistical Areas for all town centres in the UK within which consistent 
statistics such as employment, retail sales turnover and floor-space can 
be derived.

A computer-based model was developed incorporating as many of the
town centre characteristics as possible. The principal statistics required on
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a town centre basis are employment, turnover and floor-space data. Despite
the evolving nature of postcode geography and some problems with this
method of geo-referencing property data, unit postcodes proved to be a
viable basis for defining areas of town centre activity and statistics for them.
The Inter Departmental Business Register (produced by the Office for
National Statistics) and property descriptions and values from the Valuation
Office were therefore referenced by postcode. The unit postcode can be 
represented by a centroid reflecting the spatial average of the delivery points
as opposed to a defined area with a set boundary. A GIS was used to model
each of the key factors for a particular town’s urban area, based on a fine
(20 metre square) grid and each grid square was assigned a value. These 
values were then used to generate a surface or series of contours that 
represented the graduation of the factor throughout the study area, illus-
trated in Figure 6.2. The surfaces were then overlaid to produce an ‘index
of town-centredness’ for the study area, a 3D representation of which is
shown in Figure 6.3. Analysis of the peaks on this composite surface allows
the selection of key contours for delineation of town centre boundaries
(Thurstain-Goodwin and Unwin, 2000).

The methodology was tested on ten urban areas in England and Wales
that represented a broad range of town centres. In each case the computer
model was able to locate the town centre and produce a graduated surface
of ‘town centredness’ from the data. A key ‘contour’ was selected from the
composite surface, which represented the town centre boundary. Each
area’s local authority and an advisory group of experts reviewed and
endorsed the results. Once the key contour is established, the set of unit
postcode centroids that fall within the Central Statistical Area (area defined
by the key contour) are identified. It is from these that the aggregate town
centre statistics are generated. Figure 6.4 shows the contour that represents
the boundary of the Central Statistical Area for Bristol, taken from an 
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Figure 6.1 The construction of an index of town centre activity.

Source: The Office of the Deputy Prime Minister, used with permission.

Convenience retail

Diversity
Shops

Offices

Property

Comparison retail
Service retail

Commercial offices
Public administration

Restaurant and licensed premises
Arts, culture and entertainment

Hotels
Public transport

Economy

Primary industry
Manufacturing

Warehousing
Utilities

Positive indicators
Negative indicators



Figure 6.2 Contours representing levels of town centre activity.

Source: The Office of the Deputy Prime Minister, used with permission.
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Figure 6.3 3D visualisation of the index of town centre activity.

Source: The Office of the Deputy Prime Minister, used with permission.



earlier, 1997, study. It was found that no one surface was sufficient to define
an acceptable Central Statistical Area so it was necessary to layer and com-
bine all of the surfaces.

In summary ‘GIS provides a particularly powerful medium through
which to communicate the complex issues associated with the compilation
of statistics … Town centres are spatial objects and the data used to define
them are spatial. Yet it is not until the various aspects of the model are pre-
sented through a GIS that people are able to engage with the concepts that
underpin the statistics’ (Hall and Thurstain-Goodwin, 2000).

National Land Use Database (NLUD)

Under the Environment Act 1995 local authorities are required to identify,
assess and ensure remediation (where the contamination is causing unac-
ceptable risk to human health or to the wider environment) of areas of 
contaminated land within their boundary. The regime places specific duties
on local authorities to inspect their areas to identify land falling within this
definition and, where they do, to require its remediation in line with the
‘suitable for use’ approach. The regime also provides detailed rules for
assigning liabilities for contaminated land, based on the ‘polluter pays’
principle. The new regime complements local authorities’ long-standing
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Figure 6.4 Area of town centre activity.

Source: The Office of the Deputy Prime Minister, used with permission.



duties to identify particular environmental problems, including those resulting
from land contamination, and to require their abatement.

Data sources that are useful in identifying contaminated land include 
current and historical land use maps. These land use maps are also useful for
identifying ‘receptors’ of contamination such as schools, housing, etc. In
1985 the then DoE commissioned a feasibility study for a National Land 
Use Stock Survey (Roger Tym and Partners, 1985). In 1991 the DoE 
commissioned another study published by Dunn and Harrison (1992). The
main recommendation was a census of land use collected and maintained in
collaboration with the OS, using large-scale digital map data as a base. In
1994 the Department funded further research into ‘Preparatory Work for a
Land Use Stock System’ (Dunn and Harrison, 1994 and 1995). This consisted
of three linked research projects that examined:

� the methodology for development, undertaken by Dunn and Harrison;
� the technical aspects of data capture, storage and manipulation meth-

ods, undertaken by the OS;
� the business case for a Land Use Stock System, undertaken by Coopers

and Lybrand.

The ODPM has a major policy interest in recycling derelict land and facil-
itating greater use of ‘brownfield’ sites. Consequently, the ODPM, working
with English Partnerships, the local government Improvement and
Development Agency (IDeA) and the OS, has commenced work on a con-
sistent assessment of vacant and derelict sites and other previously devel-
oped land throughout England that may be available for housing or other
development. This register of previously developed land forms the first
phase of the NLUD that will eventually cover all land uses in England down
to site level and will be regularly updated. When this data set is available
and used in conjunction with other land and property data, which detail
contaminated land and the underlying geology, the value of NLUD will be
clear. The completed NLUD will potentially enable the accurate monitoring
of shifts in land use and help in the debates on land availability, urban expan-
sion and protection of the countryside. NLUD represents a major step for-
ward in establishing a comprehensive record of land use. The results provide
a basis for strategic planning at national and regional levels and a rigorous
and consistent basis for planning at the local level.

Phase 1 of the NLUD, which commenced in 1998, involved 344 local
authorities providing information on over 30,000 previously developed
sites. Provisional statistics based on Phase 1 were published by the former
Department of the Environment Transport and the Regions (DETR) in
1999 at national, regional and local authority levels. The statistics revealed
the amount of previously developed vacant and derelict land and other land
that might be available for redevelopment. In 2000 DETR published the
final statistics for the 1998 snapshot. In June 2000 the ‘Explore NLUD

Planning and development  165



T
ab

le
 6

.1
N

L
U

D
 s

it
es

 w
it

hi
n 

th
e 

ad
m

in
is

tr
at

iv
e 

bo
un

da
ry

 o
f 

C
ot

sw
ol

d 
D

is
tr

ic
t 

C
ou

nc
il

A
R

E
A

E
A

ST
IN

G
N

O
R

T
H

IN
G

PA
O

_
N

L
U

D
_

N
L

U
D

_
N

L
U

D
_

N
L

U
D

_
P

O
ST

C
O

D
E

D
E

SC
R

IP
T

IO
N

ST
R

E
E

T
_

L
O

C
A

L
IT

Y
_

T
O

W
N

_
A

D
M

IN
_A

R
E

A
_

D
E

SC
R

IP
T

IO
N

D
E

SC
R

IP
T

IO
N

D
E

SC
R

IP
T

IO
N

D
E

SC
R

IP
T

IO
N

0.
07

42
01

52
23

57
03

H
A

L
L

C
H

U
R

C
H

A
ST

O
N

 
M

O
R

E
T

O
N

 
G

L
O

U
C

E
ST

E
R

SH
IR

E
G

L
56

 9
Q

N
FA

R
M

L
A

N
E

M
A

G
N

A
IN

 M
A

R
SH

20
.2

8
41

31
40

23
57

19
PO

L
IS

H
 C

A
M

P
A

44
C

H
IP

PI
N

G
 

C
H

IP
PI

N
G

G
L

O
U

C
E

ST
E

R
SH

IR
E

C
A

M
PD

E
N

C
A

M
PD

E
N

6.
45

41
63

23
24

46
18

SE
Y

FR
IE

D
 S

IT
E

ST
R

A
T

FO
R

D
 R

O
A

D
M

IC
K

L
E

T
O

N
G

L
O

S
0.

17
42

02
44

23
21

37
FO

R
M

E
R

 C
O

U
N

C
IL

PA
R

K
E

R
S 

L
A

N
E

M
O

R
E

T
O

N
M

O
R

E
T

O
N

 
G

L
O

U
C

E
ST

E
R

SH
IR

E
D

E
PO

T
IN

 M
A

R
SH

IN
 M

A
R

SH
0.

04
42

06
12

23
25

94
L

A
N

D
 A

D
JO

IN
IN

G
 

N
E

W
 R

O
A

D
M

O
R

E
T

O
N

 I
N

M
O

R
E

T
O

N
 I

N
G

L
O

U
C

E
ST

E
R

SH
IR

E
B

R
IT

IS
H

 L
E

G
IO

N
 

M
A

R
SH

M
A

R
SH

C
L

U
B

0.
07

42
08

36
23

24
90

T
H

E
 O

L
D

 G
A

S
L

O
N

D
O

N
 R

O
A

D
M

O
R

E
T

O
N

 I
N

M
O

R
E

T
O

N
 I

N
G

L
O

U
C

E
ST

E
R

SH
IR

E
W

O
R

K
S 

SI
T

E
M

A
R

SH
M

A
R

SH
0.

2
42

09
35

23
24

87
O

L
D

 L
A

U
N

D
R

Y
L

O
N

D
O

N
 R

O
A

D
M

O
R

E
T

O
N

 I
N

M
O

R
E

T
O

N
 I

N
G

L
O

U
C

E
ST

E
R

SH
IR

E
M

A
R

SH
M

A
R

SH
0.

7
42

07
14

23
26

24
R

A
IL

W
A

Y
 S

ID
IN

G
S

ST
A

T
IO

N
 R

O
A

D
M

O
R

E
T

O
N

 I
N

M
O

R
E

T
O

N
 I

N
G

L
O

U
C

E
ST

E
R

SH
IR

E
M

O
R

ET
O

N
 I

N
 M

A
R

SH
M

A
R

SH
M

A
R

SH
R

A
IL

W
A

Y
 S

T
A

T
IO

N
0.

16
40

06
01

21
94

77
SE

V
E

R
N

 T
R

E
N

T
U

PP
E

R
D

O
W

D
E

SW
E

L
L

A
N

D
O

V
ER

SF
O

R
D

G
L

O
U

C
E

ST
E

R
SH

IR
E

D
E

PO
T

D
O

W
D

E
SW

E
L

L
R

O
A

D
1.

21
41

89
16

21
25

81
W

IN
D

R
U

SH
A

40
W

IN
D

R
U

SH
B

U
R

FO
R

D
G

L
O

U
C

E
ST

E
R

SH
IR

E
C

A
FE

0.
53

38
66

54
19

91
79

L
O

N
G

FO
R

D
A

V
E

N
IN

G
 R

O
A

D
A

V
E

N
IN

G
ST

R
O

U
D

G
L

O
U

C
E

ST
E

R
SH

IR
E

G
L

6 
9A

N
M

IL
L

S
1.

16
39

40
07

19
80

01
T

H
E

 F
O

R
G

E
R

O
D

M
A

R
T

O
N

R
O

D
M

A
R

T
O

N
C

IR
E

N
C

E
ST

E
R

G
L

O
U

C
E

ST
E

R
SH

IR
E

0.
71

38
93

46
19

32
68

T
H

E
 O

L
D

G
U

M
ST

O
O

L
 H

IL
L

T
E

T
B

U
R

Y
T

E
T

B
U

R
Y

G
L

O
U

C
E

ST
E

R
SH

IR
E

R
A

IL
W

A
Y

D
E

PO
T

0.
19

38
92

84
19

32
72

O
L

D
 C

A
T

T
L

E
G

U
M

ST
O

O
L

 H
IL

L
T

E
T

B
U

R
Y

T
E

T
B

U
R

Y
G

L
O

U
C

E
ST

E
R

SH
IR

E
M

A
R

K
E

T
 N

O
R

T
H

0.
06

38
92

59
19

33
06

O
L

D
 C

A
T

T
L

E
G

U
M

ST
O

O
L

 H
IL

L
T

E
T

B
U

R
Y

T
E

T
B

U
R

Y
G

L
O

U
C

E
ST

E
R

SH
IR

E
M

A
R

K
E

T
 N

O
R

T
H



5.
15

40
48

41
19

63
67

L
A

N
D

 A
T

 E
V

E
R

G
R

E
E

N
B

R
O

A
D

W
A

Y
 L

A
N

E
SO

U
T

H
 C

E
R

N
E

Y
C

IR
E

N
C

E
ST

E
R

G
L

O
U

C
E

ST
E

R
SH

IR
E

IN
D

U
ST

R
IA

L
 P

A
R

K
1.

43
42

18
62

20
04

95
C

O
A

L
 D

E
PO

T
ST

A
T

IO
N

 R
O

A
D

L
E

C
H

L
A

D
E

L
E

C
H

L
A

D
E

G
L

O
U

C
E

ST
E

R
SH

IR
E

3.
28

41
74

20
20

05
15

FO
R

M
E

R
 A

R
C

 
W

H
E

L
FO

R
D

 
FA

IR
FO

R
D

FA
IR

FO
R

D
G

L
O

U
C

E
ST

E
R

SH
IR

E
C

O
N

C
R

E
T

E
 W

O
R

K
S

R
O

A
D

1.
2

41
63

82
20

08
64

O
L

D
 R

A
IL

W
A

Y
A

41
7

FA
IR

FO
R

D
FA

IR
FO

R
D

G
L

O
U

C
E

ST
E

R
SH

IR
E

L
IN

E
0.

38
40

21
11

20
18

39
M

E
M

O
R

IA
L

SH
E

E
P 

ST
R

E
E

T
C

IR
E

N
C

E
ST

E
R

C
IR

E
N

C
E

ST
E

R
G

L
O

U
C

E
ST

E
R

SH
IR

E
G

L
7 

1Q
W

H
O

SP
IT

A
L

 A
N

D
C

A
R

 P
A

R
K

0.
85

40
18

62
20

16
95

C
A

T
T

L
E

T
E

T
B

U
R

Y
 R

O
A

D
C

IR
E

N
C

E
ST

E
R

C
IR

E
N

C
E

ST
E

R
G

L
O

U
C

E
ST

E
R

SH
IR

E
M

A
R

K
E

T
0.

56
40

22
22

20
19

39
L

A
N

D
 A

T
FA

R
R

E
L

L
 C

L
O

SE
C

IR
E

N
C

E
ST

E
R

C
IR

E
N

C
E

ST
E

R
G

L
O

U
C

E
ST

E
R

SH
IR

E
B

R
E

W
E

R
Y

 C
A

R
PA

R
K

1.
19

40
26

25
20

20
49

T
H

E
 W

A
T

E
R

L
O

O
D

Y
E

R
 S

T
R

E
E

T
C

IR
E

N
C

E
ST

E
R

C
IR

E
N

C
E

ST
E

R
G

L
O

U
C

E
ST

E
R

SH
IR

E
G

L
7 

2P
P

C
A

R
 P

A
R

K
 A

N
D

A
R

G
O

S 
ST

O
R

E
0.

15
40

22
19

20
20

49
SW

A
N

 Y
A

R
D

B
L

A
C

K
 J

A
C

K
C

IR
E

N
C

E
ST

E
R

C
IR

E
N

C
E

ST
E

R
G

L
O

U
C

E
ST

E
R

SH
IR

E
G

L
7 

2N
H

A
N

D
 P

O
ST

ST
R

E
E

T
O

FF
IC

E
C

O
M

PO
U

N
D

0.
32

40
23

69
20

19
88

C
O

R
N

 H
A

L
L

M
A

R
K

E
T

 P
L

A
C

E
C

IR
E

N
C

E
ST

E
R

C
IR

E
N

C
E

ST
E

R
G

L
O

U
C

E
ST

E
R

SH
IR

E
G

L
7 

2N
W

17
.4

41
69

71
23

68
38

N
O

R
T

H
W

IC
K

B
R

O
A

D
 C

A
M

PD
E

N
B

R
O

A
D

 
C

H
IP

PI
N

G
G

L
O

U
C

E
ST

E
R

SH
IR

E
G

L
56

 9
R

F
B

U
SI

N
E

SS
R

O
A

D
C

A
M

PD
E

N
C

A
M

PD
E

N
C

E
N

T
R

E
5.

51
41

82
19

23
68

80
B

L
O

C
K

L
E

Y
B

44
79

PA
X

FO
R

D
M

O
R

E
T

O
N

 I
N

G
L

O
U

C
E

ST
E

R
SH

IR
E

B
R

IC
K

W
O

R
K

S
M

A
R

SH
1.

3
41

70
03

22
11

44
W

E
ST

 M
ID

L
A

N
D

ST
A

T
IO

N
 R

O
A

D
B

O
U

R
T

O
N

 O
N

 
C

H
E

LT
E

N
H

A
M

G
L

O
U

C
E

ST
E

R
SH

IR
E

G
L

54
 2

E
P

FA
R

M
E

R
S

T
H

E
 W

A
T

E
R

0.
5

40
23

13
21

97
51

C
A

T
T

L
E

ST
A

T
IO

N
 R

O
A

D
A

N
D

O
V

E
R

SF
O

R
D

C
H

E
LT

E
N

H
A

M
G

L
O

U
C

E
ST

E
R

SH
IR

E
G

L
54

 4
H

P
M

A
R

K
E

T
1.

09
40

49
77

19
69

54
E

C
C

 W
O

R
K

S
ST

A
T

IO
N

 R
O

A
D

SO
U

T
H

 C
E

R
N

E
Y

C
IR

E
N

C
E

ST
E

R
G

L
O

U
C

E
ST

E
R

SH
IR

E
4.

11
40

52
66

19
60

76
E

C
C

 W
O

R
K

S
B

R
O

A
D

W
A

Y
 L

A
N

E
SO

U
T

H
 C

E
R

N
E

Y
C

IR
E

N
C

E
ST

E
R

G
L

O
U

C
E

ST
E

R
SH

IR
E



Phase 1 Sites’ facility was launched on the Internet at www.nlud.org.uk.
Sites can be searched via local authority name and the service to date
includes over 9,600 sites from 141 authorities. For example, the search on
Cotswold District Council found the thirty-one sites listed in Table 6.1.
Additional data are collected for each site and include:

� Site reference
� Land type and use
� Dereliction
� Owner details, tenure
� Market availability, agent, price
� Proposed use, planning status, constraints
� Services available
� Various land and property identifier codes
� Grid reference
� Housing capacity, density and suitability.

Figure 6.5 shows the location of some of these sites.
An update of the 1998 snapshot began in late 2000 and site polygons are

due to be captured wherever possible. Annual updates of NLUD Phase 1 are
planned in order to provide information for monitoring regeneration poli-
cies and the reuse of previously developed land for housing. Also, local
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Figure 6.5 NLUD Phase 1 sites in the Cotswolds (Cotswold District Council).



authorities are required to undertake Urban Capacity Studies as part of the
equation for calculating housing demand relative to land availability and
NLUD will help here.

Regional planning

Strategic planning at the regional level is becoming increasingly important
because of the significance the regions have in terms of European Union
policy and grant aid. Lothian Regional Council is using a GIS to filter
applications for school places and relate these to schools and school catch-
ments. The council is also using GIS to calculate home-to-school travel
routes and distances, analyse population, transport and other long-term
trends and generate other statistics and forecasts. In another authority, a
GIS is used by the housing department for the selection of target areas for
urban renewal investment by filtering small areas (enumeration districts) to
check for areas of multiple deprivation, certain census characteristics
(including tenure), house prices, benefit levels and crime (Ferrari, 1999).
These are very similar operations to the Scottish Homes GIS which is used
to analyse waiting lists for social housing. The Housing Department 
calculates notional waiting times for given areas by assessing current letting
rates. These are based on 140 Housing Allocation Districts across the city.
These districts are not natural units for strategic analysis, management
information or political interest – information is usually requested for local
housing office areas or electoral wards. Prior to the introduction of GIS,
Housing Allocation Districts were wholly attributed to analysis areas 
manually. Using the GIS, areal interpolation is undertaken and stock infor-
mation is used to weight intersecting regions. Also, areas irrelevant to the
population under scrutiny are excluded (such as industrial estates or parks)
so the polygons are tailored to best describe features under scrutiny
(Ferrari, 1999). GIS is also used to perform geographical calculations on
lettings information, for example 80 per cent tenants moving to extra-
care sheltered housing schemes originate from within a 2-kilometre 
radius. Here, as with other strategic planning applications, GIS is primarily
used as a research tool rather than an operational management system
(Ferrari, 1999).

Planning procedure

At the local level town and country planning usually involves two processes;
the preparation of plans for the implementation of planning policy and
development control to ensure that planning policy has been implemented
according to the plan. But in a wider sense local authority planning includes
a wide range of responsibilities, listed in Table 6.2. Another illustration of the
range of functions that GIS is used to support in local government can be
obtained by looking at the software developed by Innogistic GIS, a supplier
of GIS solutions to local authorities, listed in Table 6.3.
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Table 6.2 Local authority planning responsibilities

Service provision
Housing
Waste management
Education
Social services
Environmental protection (against pollution and contamination of air, land,
water)

Risk/disaster management and emergency planning

Infrastructure
Transport planning
Development control (planning applications and building 
regulations)

Conservation

Economic development
Labour skills
Inward investment
Urban regeneration

Much of local government planning involves the collection, processing,
analysis, presentation and use of land and property information and there-
fore local government planning departments have benefited particularly
from GIS implementation. But other users have benefited too, including
those functions that control and record how we use our environments:
planners, certainly, who are concerned with land use and its governance;
but also environmental health officers, housing officials, land charges clerks
and highways engineers. All of these functions require that records of the
use of land or buildings are collected, referenced, maintained, analysed and
controlled and all can benefit from a system that allows this in an easy and
organised fashion. GIS, with its versatility of applications and use, can pro-
vide such a system, and is increasingly doing so. How, then, has GIS been
introduced to town planning, what has it been used for, and what have been
the problems and pitfalls in its implementation? This section outlines, in a
town-planning context, the nature of GIS technology, the policy framework
and applications in practice.

The important uses of geographic information in planning and local 
government, as identified by the Department of the Environment (DoE)
(1987), include:

� monitoring (of land, buildings, economic, social, demographic and
environmental matters);

� forecasting changes (housing, schooling, travel, economic, community
services);

� service planning (scale of location of need and provision);
� resource management (building maintenance, refuse, libraries, social

services);



� transport network management (highway provision and maintenance,
public transport, school transport, cleaning);

� public protection and security services (police operations, fire/incident
logs);

� property development and investment (preparation of development
plans, assessing land potential, property registers, industrial and rural
resource management);

� education (data for teaching purposes);

Add to this the ability to produce high-quality hard copy reports and maps,
and the ease of information retrieval, it is not surprising that GIS is consid-
ered a useful tool by local planning authorities. Ideally, most planning
authorities would like to use GIS to perform, or at least ease the 
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Table 6.3 Local government applications of GIS

Building control
The Building Control Management System includes applications processing
(including full plan checking and consultation processing and building notices),
dangerous structures, demolitions (including spatial generation of notices), 
unauthorised works (management and processing of unsatisfactory building
works), initial notices and cavity fills.

Street Gazetteer and Land and Property Gazetteer (BS7666)
Street data can be imported from OSCAR and other street network data sets.
Address data can be imported from ADDRESS-POINT or BS7666 CSV from
Intelligent Addressing and mapping allows BLPUs and LPIs to be created, 
displayed and managed. Text and map-based search facilities are available.

Development control
The Development Control Management System includes development control 
(calculation and tracking of statutory deadlines and committee dates, spatial-based
neighbour notification and constraint checking), appeals (processing from receipt
to decision, questionnaire generation), enforcement and complaint handling,
agenda creation for planning application records.

Grounds maintenance
The Grounds Maintenance Management System includes task scheduling, 
financial management, bill of quantities, contract control and penalty 
monitoring and valuation orders for the maintenance of trees, grassed areas, 
gardens, hedges, sports facilities, cemeteries, rights of way, council-owned 
open spaces, etc.

Land charges
The Land Charges Management System includes searches (processing of personal,
LLC1 and CON29 searches and configuration of LLC1 and CON29 reports),
departmental answers to CON29 Parts I, II and III, and register (GIS polygon
selection of properties when adding charges to multiple addresses, spatial and 
textual land charges search). Full integration with BS7666 LPG ensures a 
corporate approach to property information management.



performance of, most of their functions. These may be divided into the
holding of data; the output of data; the processing of data; and the analy-
sis of data. Each of these functions is considered in turn together with the
possible ways in which a GIS could assist with their discharge.

Holding Local planning authorities hold vast amounts of data. 
The planning system as we currently understand it has operated since 1947,
and over that time, vast numbers of planning applications have been sub-
mitted and decided; structure plans and local plans have been produced;
and reports have been written. A great many of these are, of course, out of
date, but it is a bold planning authority that throws away any of its data!
Legal cases relating to decisions made in the dim and distant past are rare,
but they do occur. The history of the use of land is very germane to the 
carrying out of the planning function. For example, although past planning
decisions on a plot of land should not determine the decision of a current
planning application on that same plot of land, they, and the reasons 
for them, would be of interest to the officer making the current 
recommendation.

So there is a well-recognised need in town planning, as in many other
local authority functions, to maintain records; usually over long periods of
time. However, there is obviously a price to pay. Keeping records requires
space. It also requires some standards of custodianship as records tend to
deteriorate over time. Planning authorities have tended to solve the first
problem by using technologies such as microfiche, which involves taking
photographs of documents and storing these photographs on tiny strips of
film which may be viewed in black and white and (usually) as negatives on
a special viewer. This certainly saves space, but it is not ideal. The most
immediate problem is that it is rather awkward; the strips of film, or fiche,
are difficult to handle, easy to lose and can only be viewed with special
equipment. However, there is a more serious problem which microfiches
present to the planning function; it is that the ‘fiched’ images are difficult to
interpret. Scale diagrams, for example, are obviously no longer at an easily
identifiable scale when photographed and reduced; and scale diagrams are
vitally important to town planning, for example, to ascertain whether a
development that has been constructed is in line with what was approved.
Fiche images are in black and white, which can present some difficulties
where, as any planner will tell you, a planning application map must indi-
cate the site of the proposed development outlined in red and any other land
owned by the applicant in blue!

A further problem, of deterioration of data sources over time, can also be
solved by techniques such as microfiche, which do not deteriorate like
paper maps or letters. Another common solution in planning departments
is to hold maps on acetates, which are then hung vertically in steel cabinets;
this alleviates the necessity to extract, unfold, refold and file a paper map.
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But even polyester film can deteriorate; particularly if they are used as 
‘plotting sheets’ to show all the planning applications in a district over a
long period of time.

It is not surprising, perhaps, that planning authorities have been eager to
utilise the information holding capabilities of GIS. A GIS can hold enor-
mous amounts of data digitally in tiny spaces; furthermore, these data
should be available at the touch of a button, and of course, it does not dete-
riorate. It can also provide rather better representations of maps and draw-
ings than microfiche, and the incorporation of scale and colour do not
present problems. Clearly, there are implications as to whether a GIS should
hold planning data ‘from this point forward’, or an authority should input
its historic data into the system, and a decision based on resources and the
utility of increasingly historic data would need to be made. But even if the
former course of action is taken, an authority can be confident that its
stores of manual data are not going to be (as significantly) added to.

Output GIS have undoubtedly improved the quality of map-based data in
planning departments. Both updating and access can be greatly simplified
by GIS. Appropriately detailed, up-to-date maps can be produced quickly
where conventional paper map sheets would have been considered dispen-
sable or too cumbersome to provide in the past, and by far the most com-
mon application of GIS in planning is the production of good quality hard
copy maps. It may seem rather strange that a computerised mapping system
is used to produce paper maps but it must be remembered that a lot of plan-
ning business is still paper based. Hard copy maps can be used in a number
of contexts: from the very simple purpose of finding one’s way to a devel-
opment site to the plotting of a layout on an up-to-date OS map. Policy
work demands the production of thematic maps and reference maps show-
ing, for example, the extent of conservation areas, agricultural land quality
or population density. These outputs can find their way into reports, policy
documents and statutory documents such as the local plan.

It may also seem a little odd to use the power of a GIS for such an appar-
ently rudimentary application, but consider for a moment the process by
which one of these examples of hard copy would be provided under the
manual systems that the GIS has replaced. A paper map would need to be
obtained and possibly photocopied if the original was not to be used for
annotation. A technician would need to transcribe site details onto the map
using pens, letter and shading transfers and, possibly, colour wash. The fin-
ished product would need to be sealed to prevent the fading of inks or
prints and large format photocopiers would need to be used to provide mul-
tiple copies. Compare this with the accessing of a map file on screen, the
on-screen digitising of a polygon and the printing of multiple copies on an
inkjet or laser printer, and it is clearly apparent that the GIS has introduced
a much easier, more efficient and less error-prone process.
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Processing Many planning authorities will, however, be looking to GIS to
do more than produce good quality maps. Much of the day-to-day job of
town planning involves the processing of information: applications are
received, registered and acknowledged, consultations carried out, responses
received and processed, advertisements placed, decisions issued. A lot of
this work is routine and is able to be carried out quite easily by a computer
system. Planning application processing includes assisting development
control staff in identifying all of the factors affecting a particular building
or site. On receipt of a planning application, site reports are generated from
one council’s system, giving details of local plan policies, constraints, haz-
ards and previous planning applications. This is passed to the case officer
to assist the decision-making process. Planning application processing sys-
tems can hold relevant details and issue standard documents (such as
acknowledgement letters). Planning authorities have implemented such 
systems for many years, but the advent of GIS gives new potential to the
organisation of such information geographically and the interface of plan-
ning application processing with map-based interrogation and retrieval.

Geographical Information System can, and indeed probably should, be
central to the handling of large and complex data sets, which may grow by
many thousands of planning applications in a normal year. Potentially, a
GIS can provide a seamless link between the plotting of a development site
on a map to the retrieval, processing and output of all the information and
correct formats for the carrying out of the planning function. However, to
do this, it needs data; comprehensive and reliable data that may extend
beyond the pure planning function. The complexity and variety of data sets
typically used is illustrated by the itemisation of data volumes used for
Birmingham City Council’s operations in Table 6.4.

Clearly, management of these large and growing data sets is essential. 
It may be that some of them are contained in other sources which can be
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Table 6.4 Volume of data held and used by Birmingham City Council

Volume Element

1,500 1 : 1,250 OS map sheets
2,000 Census enumeration districts
1,25,000 Council tenants
2,000 Property transactions p.a.
500 Schools and colleges
2,15,000 Pupils and students
75,000 Social services referrals p.a.
5,000 Planning applications per year
11,000 Building regulations applications p.a.
2,100 Kilometres of adopted roads
150 m Capital schemes p.a.
2,000� Sites available at any one time
4,65,000� Rateable hereditaments



integrated or interfaced with a GIS; it may also be that some of them are
held manually and need to be captured, or alternatively run in parallel as a
manual supporting system. In many circumstances, it is necessary to capture
the data needed for a GIS implementation from manual sources or other
computer databases. GIS implementation should therefore be accompanied
by strategies for information gathering and management. Other readily
available data sets are generated at national level by central govern-
ment and its agencies. They are often important locally as base data or 
comparative data.

Ultimately, a GIS should be a support for good decision-making and, if
emphasis is placed on the decision support role of GIS, there are implica-
tions for the approach to information management not just within a planning
department, but also throughout the local authority. The ideal corporate
information strategy would make sure an authority’s data are:

� held once only;
� frequently updated;
� captured efficiently and at the best source;
� immediately available to any user in an appropriate format.

Under such a corporate information strategy, transaction processing systems,
such as planning applications, would automatically contribute data towards
the information system. The corporate use of a single map reference, based
on OS digital maps, helps to reduce errors, redundancy and duplication. The
adoption of a common set of digital maps linked by a unique land and prop-
erty referencing strategy will help reduce the number of disparate maps and
overlays in town planning, highways and technical services departments. It
should also be noted that other departments, such as Education and Social
Services, may be less dependent on the use of maps but are also important
users and providers of geographically referenced information such as demo-
graphic data. GIS has the greatest potential under a corporate information
strategy where such disparate data sets are linked together.

Analysis We have referred to GIS as a holder, producer and processor of
information. It is also a research tool, in that a great deal of geographical
analysis can be carried out once data are geo-referenced. A GIS can allow
the statistical analysis of maps to provide new policy information. For
example, a map showing contour data can be overlaid with one showing
rainfall data to produce a new map showing areas liable to flooding and
thus unsuitable for housing development; an important input to the land
allocations made in the local plan. The resultant map could be overlaid on
another map showing existing land use to project the possible effects of
flooding on the built environment. In this example, a new set of informa-
tion has evolved from a number of disparate sets through a process that
would have taken many hours using manual methods.
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As in all GIS applications, the success of such a piece of analysis depends
on the system having the correct data to begin with. However, there is evi-
dence to suggest (Allinson and Weston, 1999) that these sorts of policy
applications are rather more common in planning departments than the
management of large sets of planning application data referred to above.
The reason for this is almost certainly because it is reasonably straightfor-
ward to assemble the necessary data sets. Planners can carry out all sorts of
analysis and relatively sophisticated modelling, using land use information,
site area and environmental data. They can produce sieve maps overlaying
such information as constraints (slope, drainage, land quality) to identify
land with development potential; the least-cost or least-distance route
between two points (either for travel planning or installing infrastructure);
and site development histories, with attendant house type and price details.

The implementation of GIS in local government planning departments

In 2000, the Royal Town Planning Institute (RTPI) undertook a GIS survey
to establish the level of GIS implementation in British planning authorities
and the range of applications GIS is used to support. The report of the sur-
vey was published in 2001 (RTPI, 2000). Essentially, this was an update of a
similar survey carried out five years previously (Allinson and Weston, 1999),
and it allowed comparison of GIS implementation and practice over time.
The 2000 survey reported that the key data sets that have been captured are:

� Electoral boundaries
� Listed buildings
� Planning policies
� Scheduled ancient monuments
� Tree preservation orders.

Some 56 per cent of authorities have either completed, or are engaged in,
the capture of Land and Property directories, although more than half is not
compliant with the data standard BS7666 described in Chapter 4. This is
perhaps surprising, as the standard has been in place for more than five
years, showing the time lag between introduction and widespread adoption
of the standard. Notably 19 per cent of authorities have no plans to create
a local land and property gazetteer, as defined in Chapter 4.

The 1995 survey showed that the principal use being made of GIS was
the production of good quality maps (reported by 34 per cent of respon-
dents) with social analysis (23 per cent), planning constraints and thematic
mapping (22 per cent) slightly behind. Map production is also the most sig-
nificant application in the 2000 survey, but the proportion had risen sig-
nificantly. Either linked to other applications or stand-alone, 83 per cent of
authorities have this facility. Only 3 per cent of authorities have no plans to
introduce this application. The next most frequently cited applications are
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planning application systems, where 68 per cent have a system and another
26 per cent are in development or planned. Only 4 per cent of authorities
have no plans to introduce an application processing system. This is in
marked contrast to the situation in 1995, when only 7 per cent of authori-
ties named this as a current application and 9 per cent had plans to intro-
duce it. Development plan policies and proposals maps are similarly well
developed, with 40 per cent of authorities having a fully operational system
and a further 54 per cent having an application in development or planned.
The corresponding figures for 1995 were 7 and 10 per cent, respectively.
These findings would suggest that, although there is still some way to go,
GIS is increasing and broadening its application base amongst local authority
planning functions.

In 1995, GIS use in local planning authorities was rather patchy, but by
2000 GIS had become fully embedded as an IT application. The nature of
GIS is evolving with the growth of networked computing and an increase
in the number of seats. However, the evolution is far from complete with 
75 per cent of authorities having plans for further development. This is hardly
surprising given the rather open-ended nature of the systems. Although data
capture for most planning related entities has been undertaken by many
authorities, there is still a significant number where substantial data capture
needs to be undertaken. In terms of applications map production is the most
universal, followed by planning applications. Development Plan and Local
Land and Property Gazetteers are still relatively moderate in numbers but all
have increased significantly over the past five years.

Local government GIS in practice

In 1998, the RTPI carried out a series of case studies, which highlighted
some of the aspects of GIS implementation and GIS in practice. The studies
considered what lessons can be learned from the experience of a number of
planning authorities which were among the first to acquire, implement and
develop GIS. It focused on GIS implementation in the planning departments
of four different local authorities: Brent, Swansea, Wakefield and Gordon.
Worthy of particular interest were the following enquiries:

(a) the catalyst for the initial decision to adopt GIS and in what areas of
the different authorities the systems were first applied;

(b) the data that are used by the various GIS and how the authorities input
or accessed these data;

(c) the applications that were developed in the authorities, in the planning
departments and elsewhere, and the benefits that were realised;

(d) the authorities’ plans for future development of the systems;
(e) the problems that were encountered during the implementation, how

the authorities coped with these, and what recommendations they
would make to others treading the same path.
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SOFTWARE

In the main, the councils seemed to favour ‘mainstream’ packages. The days
of proprietary systems developed specifically for a council by consultants or
its in-house staff seem to be over as councils seek standardisation, support
and the prospect of future (compatible) upgrades from industry-standard
providers. This could be seen to confirm one of the findings of the RTPI’s
GIS surveys reported earlier, of a slow but steady process of standardisation.
Fortunately, these standard packages also appeared to offer the ability to
link with a range of other databases that were in existence at the authorities.

DATA

The experience of data preparation, processing and incorporation seemed to
vary between those councils that claimed to be ‘ahead of the game’, having
taken early decisions to develop property databases or digital map coverage
which were then ‘grafted onto’ a GIS: and those that were grappling with
large-scale data capture exercises to achieve full-functional GIS implementa-
tions. A modular approach seemed to be the most successful, where the
authority established a suite of databases covering its major information
sources (e.g. listed buildings, tree preservation orders) and ‘bolted’ these on to
the GIS in sequence as data was captured. This could be very rapid, with one
council reporting that new simple systems could be added to its GIS within
two person-weeks from initial analysis to pilot for testing. Both in-house and
external data capture approaches were used, and challenges included the need
for a strong contractual relationship with data capture companies to ensure
data was captured to proper standards, and the poor quality of some source
documentation; for example, deteriorating paper maps.

APPLICATIONS

Applications fit neatly into the above typology of holding, output, process-
ing and analysis. On the holding front, the addition of zonal information to
land and properties can be quite straightforward once databases are estab-
lished: it is simply a matter of digitising a polygon; the relevant information
will then be added to the records of all sites and properties within the poly-
gon. One council used its GIS as essentially a set of ‘digital plotting sheets’,
which have completely replaced paper sheets. On the output front, GIS
allows the provision of: good quality up-to-date maps and site plans; pro-
vision of planning histories on-screen for interrogation by officers or by
members of the public at the reception desk; and the display of local land
charges through their attachment to address polygons, which has had the
effect of dramatically reducing search turnaround times.

In addition to the RTPI case studies, further examples of how GIS is
being used within local authorities can be found. These ‘success stories’ of
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GIS implementation in local government tend to originate from those
authorities that have had significant experience of GIS and now host some
mature GIS applications. It is certainly not the case that every GIS imple-
mentation has been a success in the local government sector – political,
budgetary, staff and bureaucratic constraints can and often do serve to frus-
trate and sometimes prevent successful GIS implementation. Therefore,
after considering some examples of successful GIS implementations in local
government in the remainder of this section, the following section offers
some lessons that have been learnt.

Powys County Council’s GIS provides a range of services from strategic
planning and regeneration to the management of street furniture and holes
in the roads (www.ordnancesurvey.gov.uk). The GIS contains information
from a variety of sources, such as the Post Office, the Environment Agency
in Wales and utility companies, as well as the council’s own data sets.
Underpinning these layers of information is OS mapping. Each of the coun-
cil’s departments can attach their own information to the mapping. In the
planning department the GIS is used to record the outlines of planning
applications and to find out whether there are any restrictions on the devel-
opment of a particular site such as rights of way, sites of special scientific
interest or listed buildings. It can also be used to assess the impact of 
proposed tall buildings, wind generators or incinerators on visibility and
amenity. In addition, statistics such as unemployment and population 
figures can be mapped and analysed for use in local development plans.
Other GIS applications within the council include keeping records of the
condition of council property. It is also being used in emergency planning
by mapping resources, hazardous installations such as chemical and explo-
sive stores and main pipelines, and even to help monitor areas affected 
by earth tremors.

West Oxfordshire District Council justified GIS implementation on the
basis of digital mapping alone and GIS applications were initially developed
in areas where the contribution was immediate, such as the land terrier and
housing databases. The council has compiled a central property register
that integrates with GIS and various planning systems giving, for example,
access to seven years of planning applications through GIS maps. It is 
possible to undertake searches of constraints as well as conditions relating
to previous applications in the vicinity. This reduces the processing time for
applications and raises the consistency in decisions (Peel, 1995). The hold-
ing of geographically referenced data has facilitated all sorts of analysis,
such as the distances travelled by pupils to their local schools, and the 
numbers of households remote from access to basic facilities. The areas of
residential land availability and thematic mapping from the Census have
been explored and have been useful aids to such processes as review of local
plans and bids for European assistance.

At Horsham District Council a corporate GIS strategy has been imple-
mented but initial application development concentrated on planning 
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application processing. Planning constraint data totalling some 28,000
polygons in sixty layers were digitised, representing sewer lines, gas lines,
tree preservation orders, planning zones, footpaths and 140,000 planning
history records. These data overlaid 700 OS large-scale maps and the
process took three years (Wagner, 2000). The time taken to process approx-
imately 2,600 planning applications each year has been reduced from three
days to fifteen minutes for each application. The procedure is as follows: a
planning officer digitises the subject property, the system then allocates a
reference number and runs a constraint search and identifies consultations
that will be required. It then produces a plot on an OS map indicating the
constraints. Nearby owners are also plotted and notification letters auto-
matically generated. After the implementation of the planning application
service, the council developed a corporate property database and now other
GIS applications that have been developed include an automated land 
terrier, grounds maintenance and land charges.

At the London Borough of Richmond, a GIS contains large-scale map
data, planning histories and related information. It is possible to determine
whether a site is within a conservation area, what listed buildings it may
contain and which ward it is in. Details of every planning policy area affect-
ing the site can be attached. Specific addresses can be sourced for public
consultation and there is a link to aerial photographs, scanned documents
and details of tree preservation orders and street lighting.

The Kingston London Borough Council has created a web site that 
provides public access to planning history dating back to 1947 and build-
ing control history dating back to the 1880s for each land parcel in the 
borough. The information can be searched and displayed using OS large-
scale mapping as a backdrop over which the extent of selected land parcels
are displayed. Information about nearest council facilities such as schools,
leisure centres and recycling centres is also available together with maps
showing the location of parking restrictions, listed buildings and aerial 
photographs.

Bristol City Council has introduced a corporate land policy to ensure a
consistent approach to land management. The fundamental review of prop-
erty management began with the identification of property interests. GIS-
based computerisation of the local land charges service was the first step,
the second was the computerisation of legal interests in property (Musgrave
and Flack, 2000). There were several problems to overcome: separate land
terriers for Bristol City and Avon County Council, tens of thousands of
deed packets (in one case 450 for one site), four miles of shelving in the
archives of documents relating to land acquisition and disposal.
Consequently the council commissioned the Land Registry to register council-
owned property so that clear title could be established and obsolete encum-
brances removed. The registration process began with priority areas such as
the main shopping area of Broadmead which has an historical legacy of
acquisition, disposal and re-acquisition over many decades. Registration of
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this area was regarded as a prerequisite for regeneration and redevelopment.
Five hundred and twenty deed packets comprising five to six thousand doc-
uments will be reduced to one land certificate (Musgrave and Flack, 2000).
Other benefits of registration included the control and limitation of
encroachment, adverse possession and ransom strips, increased speed of
conveyancing (which assists grant aid and regeneration and brings forward
capital receipts), identification of surplus assets and the widening of access
to records. The GIS-based local land charges system at Bristol City Council
has halved the processing time of the annual 13,000 searches to less than
five days without increasing costs. Thirty data sets have been captured
including the land charges index, planning applications, listed buildings,
conservation areas and highway schemes. The land charges system main-
tains an up-to-date register, automates searches (including the creation of
registration schedules and search certificates), satisfies CON29 queries and
includes plots that show the search extent. Access to the BS7666 compliant
LLPG and other data sets is possible via the intranet to other departments.
For example, the leisure services department has installed a grounds 
maintenance system.

A GIS was installed at Swansea City Council in 1992 and is used for 
development control and forward planning (Weston, 1995). In the develop-
ment control department GIS is used to produce reports on the specific
development sites in the early stages of the planning application. The devel-
opment control officer receives the report covering local plan policies, con-
straints and current applications from a GIS search of the area around the
site. The Estates Department has transferred the land terrier onto the GIS to
include an asset register for all council-owned property in Swansea. The
Leisure Services Department has also mapped grounds maintenance data.
The Engineers Department holds sewerage network data digitally and is
extending its use of GIS to plot the locations of lampposts, bollards and
other street furniture. Census data at the Enumeration District level has been
transferred to the GIS and a digitised version of the local plan was also
added. Including policy proposals at an early stage speeds up the review of
the local plan. For example, proposed housing allocations were added in the
review of the local plan. This involved taking existing housing allocations,
identifying those which had been developed and adding new allocations by
automatically selecting current applications for housing on another GIS
layer. These selections were combined to produce a final housing-allocation
plan for the review.

At Rugby Borough Council GIS is used to support highways and traffic
land charge searches. Proposed highway improvements are mapped so that a
layer holds the proposed improvements and these can be viewed to enable
answering of highway related questions on land charge searches, for example,
if a property falls within an improvement scheme. The benefits resulting
from the application of GIS to highways improvement are speed and accu-
racy and information is available to other sections without the need to
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arrange an office visit. It is estimated that the use of GIS to assist this one
function leads to a saving of more that £2,000 annually in the highways
department alone.

The East Lindsey District Council covers more than 1,800 square kilo-
metres in Lincolnshire. Geographically, it is England’s third largest council.
The local authority has a GIS containing records on around 65,000 prop-
erties in 196 parishes. It is based on OS large-scale mapping on which a
database of planning histories and details on building control and ownership
are recorded. Online access is available to around 100 users throughout the
council departments, from planning and estate management to grounds
maintenance.

GIS use at Norfolk County Council started in the Department of
Planning and Transportation as a graphics facility, mapping and highways
data. A data audit in the council unearthed a substantial number of data
sets and several versions of some of them – there were twenty versions of
the parish register! Standardisation of spatial references and data sharing
across departments were thus seen as primary objectives. As an example,
the streetlights database had double the number of lights because existing
ones and their replacements had been included. It was only when they were
mapped that this was realised and thus reduced the energy bill which is cal-
culated on the number of lights!

Lessons learnt

All councils point to the provision of better quality, more up-to-date, more
consistent and more accessible information as the main benefits of their GIS
but no GIS implementation is without its problems and, in general, they can
be categorised as follows:

� Organisational problems; or the management of change in the way offi-
cers and members use, access, hold, and deal with data, which has threat-
ened some entrenched positions. One council recommends the formation
of a user group, which should meet regularly, to assist this process.

� Hardware problems; such as the lack of sufficient memory on GIS net-
work servers (GIS data files are often extremely large), and the lack of
large plotters to obtain hard copies of maps and map-based analyses.

� Software problems, such as the limited number of user licences for 
the GIS.

� Perhaps most importantly, data problems. One council described its
GIS implementation as ‘traumatic’, primarily due to the large data cap-
ture exercise that was undertaken over a relatively short time period.
Inaccuracies in manual sources were computerised and then needed to
be corrected; another council warned that the amount of time allocated
to data capture was far in excess of expectations, and that this should
never be underestimated.
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� There is also an implication for continuing maintenance of the data,
which can mean diverting staff from other tasks, and bring along a
requirement for staff development and training.

It was recommended by more than one council that expectations of 
benefits from a GIS are contained; systems have high start-up costs, and
these are only paid back gradually, and sometimes in a non-quantifiable
way. Convincing users of the value of GIS may involve a ‘culture change’,
which is seldom a ‘road to Damascus’ conversion but is instead based on
sound procedures and programmes which gain widespread agreement.
These issues will be discussed in more detail in Part III of this book.

Grimshaw (2000) argues that, in urban planning, important decisions
have to be made on what are the best locations for facilities given variations
in local demand. It is the support to such decision-making that GIS can be
of value. Several local authorities are using GIS to help identify target groups
for their services and this represents a move from the application of GIS to
administrative tasks to more strategic use of GIS. Grimshaw (2000) also
points to evidence that as experience with GIS grows then so does the level
of corporate interdependence. Often the departmental implementation of
GIS hinders corporate implementation because it is fragmented, is often
technology-led and is purchased for the job in hand rather than a wider 
corporate information strategy.

This overview of the use of GIS in local government planning has shown
the potential of such technology to improve many aspects of geographical
data handling. If there is a general conclusion from this review of local plan-
ning authorities’ experience of GIS implementation, it is, first, that it pays to
be realistic in terms of what is involved in successful implementation and
what a GIS can reasonably achieve, when and at what cost. Even for a small
sub-area of a council’s activities, implementation of a GIS involves a vast
exercise of data capture, checking, correction and updating. This is not only
an ‘up-front’ commitment, it is also an ongoing investment by the authority.
The second point is that the key to successful implementation of a GIS
appears to be agreement to methods and applications by both senior and user
staff. This must be painstakingly achieved through the use of information
strategies, work programmes and good project management. There is a fur-
ther need to attend to human relationships and organisational culture, and to
have data and systems well linked to business priorities. In short, a GIS is just
a tool to do a job and councils must take care to define the job properly.

Property development

Some of the earliest examples of GIS applications were developed to assist
the identification of underground oil reserves. Preliminary desktop studies
typically involved a ‘sieve’ analysis of paper maps of geology, land use and
ownership, transport infrastructure, protected areas and populated centres.
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Areas of potential interest were traced onto each map and these were over-
laid to see where they overlapped. The method is time-consuming and only
a handful of sites could be considered at any one time. Using a GIS, geo-
logical data were stored on a computer in a co-ordinate system. Other geo-
graphical data that were associated with the existence of oil would be
referenced to the same co-ordinate system. By ‘overlaying’ these data it was
possible to identify potential areas where oil would have a measured prob-
ability of being found. This type of sieve analysis is familiar to those involved
with the early stages of the development process. This section describes
examples of GIS applications that focus on pre-construction investigations
that often need to be made, rather than the construction process itself. The
following application areas are considered:

� Site appraisal
� Flood risk assessment
� Contaminated land assessment
� Geology analysis.

Site appraisal

Highly detailed, accurate mapping plays a crucial role in the planning
process by helping to identify suitable sites for development. Planners,
architects and environmental scientists from the planning consultancy,
Terence O’Rourke, use OS mapping to show the layout of the local coun-
tryside and towns using colour to mark different features of the landscape,
such as woodland and areas of water (www.ordnancesurvey.gov.uk). A GIS
processes and simplifies the large-scale mapping and integrates it with other
OS data such as the national road network and height contours. One way
that this detailed mapping assists the consultants is to help them find a spe-
cific location, but it also has a wide range of more specialised uses. It is used
in the first stage of project work before moving on to more detailed types
of OS mapping. The detail means that specific features, such as the outlines
of individual buildings or the layout of agricultural fields, can be easily
spotted. This indicates to planners what the land surrounding a potential
development site is being used for. Consultants carrying out site visits also
make notes and observations on to their printouts. Features, such as vege-
tation, height information, water features, landforms and existing build-
ings, are also shown using colour. Charles Planning Associates use similar
mapping to identify potential development sites in the southeast of
England. The design of the maps allows the town planners to compare and
contrast different types of land to identify potential areas for residential
development.

There are many stages to registering land title for new development and 
they involve numerous organisations and manual procedures which are slow
and costly. Wakefield Council undertook an eighteen-month trial of a 
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Pre-Build Information Service (Ford, 1995). The service allows a developer
to deposit original and updated plans with the pre-build service in paper or 
digital form. The service then digitises or edits the plans to a standard spec-
ification and format and these digital data are incorporated into revisions
of large-scale 1 : 1,250 or 1 : 2,500 OS maps. The title boundary from the
Land Registry is digitally overlaid and anomalies between the site bound-
ary, OS map detail and the legal title boundary are highlighted and
resolved, by site inspection if necessary. The service then distributes copies
of the boundary and layout details to appropriate organisations in digital
or paper form. Currently the OS use the development plans from several
large housing developers and infrastructure projects as change intelligence
for the purposes of revision of large-scale mapping. The OS has an agree-
ment with the large housing developers for digital provision of their devel-
opment plans and these are held as a suppressed layer in the National
Topographic Database (described in Chapter 4) until the data has been 
verified.

English Partnerships have produced a plan of the mixed use development
envisaged for the Greenwich peninsula and GIS is used to integrate the vast
quantity of geographical data including:

� Ground investigation records
� New and existing services
� Hard and soft landscape materials
� Infrastructure
� Land ownership
� Surface levels for 3D modelling
� Remaining underground structures
� Ecology features and development features such as the Dome.

Also, the Canary Wharf Group has purchased satellite imagery to record
construction and development of the area until completion.

But GIS can also be used for more sophisticated development appraisal.
It is possible to generate ‘what if’ scenarios in a geographical context for
predictive analysis. For example, GIS can be used for a site suitability study –
to identify locations suitable for a proposed development by analysing the
interactions and spatial coincidence of development objectives as well as
environmental, demographic, economic, and political factors. In this 
way, GIS development applications typically involve sieve analysis and map
overlay. Tomlin and Johnston (1990) undertook a land use allocation 
project (sieve analysis) using GIS for the siting of a research and develop-
ment facility in the US. The process outlined in Table 6.5 is typical of 
development sieve analysis. For example, also in the US, GIS has been 
used to determine the optimum location for rural suburban residential 
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communities (Barnett and Okoruwa, 1993). Sieve analysis was used to sift
following constraints:
� Area with low to moderate traffic (extract 2-lane highways and

buffered 1,200 metres and buffer entire road network to 250 metres)
� No zoning restrictions (extract suitable land use zones)
� Gently sloping terrain (extract suitable soil conditions)
� Near small stream (buffer 1,000 metres small streams)
� No railroad noise (buffer 1,000 metres)
� Access to major employment, retail, leisure and schools (distance analysis).

Geographical Information System can also be used at other stages of the
development process. For example, developers of commercial property can
analyse lease information, expiry dates and rental values of properties that
they own within a particular geographical area and then project potential
client needs for expansion. A GIS could display the location of properties
with upcoming rental reviews. Shopping centre developers are using GIS to
identify trends, compare locations, project sales and estimate population
growth to help make decisions on size and design of a retail development
and the optimum mix of the stores. These sorts of applications will be 
discussed in more detail in Chapter 7.

Flood risk assessment

Using a GIS it is now possible to predict, at postcode level, which areas
around rivers and estuaries will be affected when they flood. This informa-
tion is invaluable for insurance companies, construction and transport
industries. Willis Risk Management Consultants have produced a flood risk
assessment system. Risk assessment may be property by property for rating
purposes or the total risk for a portfolio of properties. A GIS uses a high res-
olution Digital Elevation Model (DEM) with orthorectified images able to
distinguish land use at a 2.5-metre resolution. Historical flood data for the
River Thames were combined with engineering information on structures
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Table 6.5 Development sieve analysis
(Tomlin and Johnston, 1990)

Process

Define problem
Inventory of site
Establish land use siting criteria
Refine criteria
Develop database
Create suitability maps
Allocate land uses
Analyse land use/land use relationships
Adjust suitability weightings
Create schematic designs
Refine designs



such as weirs and bridges. The GIS was used to project the DEM onto the
National Grid and delineate the area between the river level and the 10-
metre contour. Flood heights for fifty-five key points along the river were
added for periods ranging from 50–1,000 years. An approximate flood sur-
face was then generated between the points. The flood risk assessment sys-
tem is now in use and covers tidal and non-tidal return events of up to 1,000
years. It is possible to examine building development proposals and rate
individual properties using their postcodes as a locator. The system can also
help developers and planners consider the risks of building on flood plains.

Contaminated land

Landmark Information Group (www.landmark-information.co.uk) is a 
supplier of land use information, digital mapping, property and environ-
mental risk information and has created what is claimed to be the largest
GIS in Europe, with information from a wide range of sources, including the
Environment Agency, OS, the Scottish Environment Protection Agency,
British Geological Survey, English Nature and the Centre for Ecology &
Hydrology. This information is used in conjunction with over 600,000 
historical OS maps, dating back to 1850 (the year), which show some
400,000 industrial developments that may have left contaminative residues,
such as old gas works, tanneries or foundries, and a further 275,000 areas
of unknown fill. Examples of infilled land include old quarries, gravel
works, canals, ponds and old streams. Data on landfills, pollution incidents,
water abstraction points, sites of special scientific interest, etc. are geo-
graphically referenced so that contamination reports locate environmental
features on both current and historical OS maps. The entire collection of his-
torical OS paper maps at both 1:10,560/1:10,000 scale and County Series
1:2,500 scales as well as 1:1,250 and 1:500 town plans have been scanned
and geo-referenced so that there are five complete maps of Britain, each rep-
resenting a thirty-year epoch. Land use features can be identified, recorded
and accurately placed on each successive map. This allows ‘time layered
mapping’ to be undertaken. For example, an old gas works or landfill site
that has disappeared from view can be re-projected on a modern map. The
planning of a new housing estate will benefit from knowledge of when and
where previous land uses occurred both on the site itself and in the 
surrounding area. Landmark provide a range of services which include:

(a) A site-specific report for environmental and geo-technical consultants,
environmental managers and engineers undertaking site assessments
and desk studies to determine environmental risks and liabilities. The
report comprises a site-centred map covering a radius of one kilometre
overlaid with environmental data. Small-scale maps on the environ-
mental setting, ground water vulnerability and river quality are also
provided. Site-centred historic maps are provided to illustrate historical
features located accurately on current map data.
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(b) A site-specific environmental risk report designed to help homebuyers
find out if the property they are buying is built on contaminated land
or affected by environmental risk. The report covers a radius up to 500
metres and provides information that is not covered in the local author-
ity search. This information helps identify registered landfill sites, waste
transfer, treatment or disposal sites, current industrial polluting
processes and prosecutions and premises licensed to keep radioactive
materials and other hazardous substances. Additional information is
provided in the report on overhead transmission lines and pylons, the
risk of flooding and subsidence and whether or not the property is in a
coal mining area or area affected by radon gas.

(c) An environmental due-diligence report for property professionals such
as surveyors, lawyers, property developers and landowners. The site-
specific report includes an analysis of a specific location and its vicinity
for potential environmental risks and liabilities. It incorporates a site
summary and risk categorisation, a site inspection visit and visit to the
Local Authority planning office, an environmentally sensitive land use
map, current and historical land use information and large-scale his-
torical mapping. The report lists trade directory information, registered
landfill sites, waste treatment and disposal sites, premises licensed to
keep radioactive materials, statutory authorisations and other current
land use information on the site and up to a radius of 250 metres.

(d) The digital mapping system Promap has been combined with environ-
mental data from Landmark, enabling property professionals to access
environmental reports via a map interface for individual sites in Britain.
Promap, provides access to large and small scale OS mapping and pro-
vides the ability to drill through various map scales from an overview
of Britain down to a detailed street map. Features include map cus-
tomisation, full colour display, export to GIS, CAD and other digital
mapping software and printing. The map data is updated at six-
monthly intervals, with monthly environmental data updates. Site
selection can be made by address, postcode, national grid reference,
land parcel number, OS map tile or place name.

GIS is also being used to help forecast and manage current and future risk of
contamination of land and property. The overseas case study below provides
an example.
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Overseas case study

There is increasing concern surrounding the manufacture, storage,
transportation and disposal of hazardous materials (McMaster,
1988). Therefore, anticipatory hazard management is suggested as a
means of anticipating an area’s hazard distribution and what might be



Geology

British Geological Survey has developed a GIS application called ‘Address-
Linked Geological Inventory’ which is used for interrogating digital geological
maps. This GIS aids the identification of difficult ground conditions, old
mines and shafts, landfill sites, caves quarries, areas prone to flooding, subsi-
dence and land-slip and radon emission. An address-based search can be per-
formed using OS Address-Point for addressable properties or grid references
for non-addressable sites. The system interrogates multiple layers of digital
map data for any specified address or grid-referenced site. Automatically gen-
erated reports then summarise a range of geological information and give an
indication of ground conditions. The reports come in two forms: a Ground
Conditions Report for prospective purchasers, which includes an inventory
of geology around the property / site and describes artificial deposits (man-
made), mass movement deposits (land slips), superficial deposits (fairly recent
in geological terms!), deposits such as river sediments and solid geology
(bedrock). It also provides information on the composition of deposits where
known, a radon potential report and other considerations such as known
mines, areas at risk from non-mine subsidence, areas at risk from slope insta-
bility, flood, etc. The second report format is a Geological Report which
includes the above information plus a colour geological map extract.

Heywood et al. (1998) describe how the Nuclear Industry Radioactive
Waste Executive, which has responsibility for finding radioactive waste dis-
posal sites, use GIS to undertake sieve analysis of potential sites. Maps show-
ing geology, land use, land ownership, protected areas and population
densities are stored as thematic layers in a GIS. These layers are then over-
laid and selection criteria input (suitable geology, specific distance from main
roads, outside protected areas and areas of high population density). These
criteria can then be altered and the selection process repeated as required.
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done to prevent a serious accident. A pilot project was undertaken in
the US to identify hazards present in a community and define a hazard
zone associated with each. The population distribution and demo-
graphics can then be superimposed. A grid-based GIS was used to
build a spatial model for risk assessment, focusing on airborne toxic
releases. Nathaniel and Nathaniel (1994) undertook a similar study
but focused on methane hazard. The study involved the development
of spatial risk assessment procedures to be used during site studies.
Simulations of the probability of excessive gas concentrations were
undertaken and summarised using GIS and combined with soil infor-
mation to quantify the hazard. Risk to nearby housing was assessed by
comparing hazard distribution with the location of houses.



Urban design, 3D modelling and interaction

‘There are now many techniques which can be used to construct two-
dimensional (2D) and three-dimensional (3D) models of cities and their
characteristics, which are useful for various types of visualisation. Until
quite recently the main approach was based on rendering wire frame models
of buildings based on Computer Aided Architectural Design. However, with
the widespread development of GIS, there has been a move from the 2D map
to the 3D block model which is based on extruding building plots, street line
data, and basic topography’ (Hudson-Smith and Evans, 2001). As we have
seen, GIS applications in planning are widespread. Planning is a function that
involves public and private sectors, business and home alike. With increased
use of the Internet, planning needs to be more accessible and understandable
to offer a credible and socially inclusive decision-making environment.

‘The emergence of affordable virtual reality and Internet GIS is providing
the fundamental infrastructure to begin building virtual cities which can pro-
vide an interactive simulation and analysis environment for planning real
urban places. The virtual city on the Internet will provide planners with a
computer environment to interface with the myriad of complex physical and
social data needed to plan and manage cities, along with necessary tools to
explore and analyse that data in meaningful and intuitive ways’ (Dodge et al.,
1998). The authors argue that the planning community is driving the devel-
opment of GIS as a tool to widen and deepen access to spatial information
together with appropriate functionality delivered via the Internet.

Figure 6.6 shows an image of Virtual Berlin, usable among other things as
a context for judging the effectiveness of new development proposals in con-
text. Other similar models in the UK include Bath, Glasgow and Edinburgh
Old and New Town models. Various Australian city models exist, and in
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Figure 6.6 Spittelmarkt, Berlin; rendering of the new office building (ART�
COM, Germany).



some cities it is a requirement to submit a 3D model for integration into the
model and visualisation in order to get planning approval. In the UK the
Bristol ‘Harbourside’ development has been modelled and Figure 6.7 shows
the underlying map data in MapInfo GIS. Figure 6.8 is a plan view of the 3D
model while Figure 6.9 is a ground-level view of the 3D model.

Computer Aided Design becomes GIS if spatial analytical tools can be
used on it. Hence the shift from purely CAD models to Virtual Reality
Modelling Language (VRML) interactive ones is blurring the boundaries
between CAD and GIS and making them interactive tools for urban plan-
ning and design as well. With the meteoric development of the Internet, map
images with limited interactivity (Putz, 1994) have been surpassed by and
replaced with GIS as a critical component in the development of virtual cities
(Smith, 1998). The Centre for Advanced Spatial Analysis (CASA) at
University College London was established to develop computer technolo-
gies in several disciplines that deal with geography, space, location and the
built environment. The technologies include GIS, CAD, spatial analysis and
simulation and methodologies of planning and decision support. CASA is
currently undertaking several research projects that apply GIS to urban
design and some of these are described below.

The Virtual Environments for Urban Environments (VENUE) project
was concerned with developing computer-based technologies for urban
designers. The tools were developed around the application of GIS to 
large scale urban environments which are represented in 2D map form. The
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Figure 6.7 Bristol Harbourside, modelled in MapInfo GIS.

Source: Based on OS mapping and data gathered by BCC for the ‘Bristol 2000’ project.



Figure 6.8 Bristol Harbourside, plan view of 3D model.

Source: Based on OS mapping and data gathered by BCC for the ‘Bristol 2000’ project.

Figure 6.9 Bristol Harbourside, virtual reality image.

Source: Based on OS mapping and data gathered by BCC for the ‘Bristol 2000’ project.



project sought to adapt proprietary GIS to this domain and to link these
tools to the 3D environment, and hence to CAD. Adding height to conven-
tional 2D GIS thematic data allows the creation of 3D urban models in
which features such as buildings can have attribute and multimedia data
attached. VENUE also demonstrated the application of GIS at the urban
design scale of land parcels and individual buildings. This is a level of geo-
graphical detail not commonly handled by GIS, tending to be the preserve
of CAD software. Batty et al. (1998) argue that urban design has seen little
development in IT terms, but as more large-scale digital map data become
available and the link between the information management capability of
GIS and visualisation techniques available in CAD software strengthens,
this will change. At the moment, the display and manipulation of 3D building
blocks with associated attribute data lends itself more to urban develop-
ment control than urban design.

The ability to rapidly sketch and visualise design ideas is an important
task in urban design. CASA has experimented with links between GIS and
3D visualisation tools. Functionality was added to ArcView GIS to produce
block model visualisations in VRML of built features. Macros were written
to enable designers to edit the 3D scene by introducing new blocks and to
convert 2D plan sketches into 3D format, thus establishing a link between
2D and 3D GIS. Attributes from the 2D GIS database are used to determine
the characteristics of the 3D model, for example height and colour.
Production of 3D models of the built environment requires building foot-
prints, roof morphology, elevational photographs and height data. Building
footprints are widely available, most commonly from OS large-scale data.
Roof morphology and height data are more difficult to obtain but it is pos-
sible to overlay an OS map with aerial photography at a resolution of up to
12.5 centimetres and thereby visually determine the roof morphology. In
Figures 6.10 and 6.11 a set of urban features are visualised in 3D. The
building block outlines for the central area of Wolverhampton in the UK
were derived from OS large-scale data and are stored and represented as 2D
polygons in the GIS. Each polygon also has attributes that determine its
colour and height in the 3D VRML model output. The circular polygon
around the outside is Wolverhampton’s ring road.

In 2000 the Corporation of London commissioned CASA to carry out a
review of 3D models of cities. The models ranged from CAD models
through various 3D GIS to VRML Web content and related simulations.
The primary benefits of such 3D models (when compared to 2D) is their
visual impact, persuasiveness and sense of presence when a virtual reality
interface is used. There is a significant interest in such models from telecom-
munications companies who require 3D urban morphologies to determine
the ideal allocation for base stations. It was generally found that there is a
wide acceptance of the role of 3D city modelling. However there is no one
preferred strategy for model development and no one strategy emerged as
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being the most appropriate. The team identified three distinct approaches
to 3D city modelling, each from very different view points based on differ-
ent skills. These are:

� traditional 3D computer aided architectural design;
� engineering approach based on photogrammetric analysis and surveying;
� geographic information systems.
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Figure 6.10 Building outlines and ring-road for Wolverhampton, UK.

Source: Centre for Advanced Spatial Analysis, used with permission.

Figure 6.11 3D visualisation of Figure 6.10.

Source: Centre for Advanced Spatial Analysis, used with permission.



It was largely agreed that those 3D models that were strongly coupled with
or derived from a GIS were the models that were the most ‘information
rich’ and were ‘built to last’.

At CASA the next stage of this research is to build a 3D model of London –
Virtual London – with the support of the Architecture Foundation and
Hackney Building Exploratory. The aim is to deliver mapping and 3D visu-
alisation, rendered sufficiently accurately to provide users with a feel that
‘virtual’ London is ‘real’ London (Hudson-Smith and Evans, 2001). This
model will be a visualisation of all buildings within inner London through
which users can navigate at street level as well as fly across in panoramic
fashion. It will be possible to query the data within the model by simply
pointing at and clicking on buildings and streets to reveal data concerning
floor-space, land use, rents, traffic volumes etc. Users will also be able to
make proposals and seek answers to ‘what if?’ questions involving place-
ment and visualisation of new buildings, demolition and changes to trans-
port links. The 3D model will be available over the internet and it will use
GIS, CAD and a variety of photorealistic imaging techniques and photo-
grammetric methods of data capture. CASA is currently developing a proto-
type virtual urban information system for London. Figure 6.12 shows a
section of Oxford Street in London where the ringed building has been
moved to a new position as shown in Figure 6.13. The development of such
an ambitious virtual model assumes, of course, that an agency can afford-
ably maintain a major 3D city-wide model at a level of detail that can be
useful to most stakeholders. One means of reducing the total cost of use of
such models is to broaden their appeal and thus spread the cost of initial
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Figure 6.12 GIS-based photographic image of Oxford Street in London.

Source: Centre for Advanced Spatial Analysis, used with permission.



creation and subsequent amendment and use across a wider range of appli-
cations. Mitchell (1995) defined designing a building or development as
fundamentally a collaborative, interdisciplinary, geographically distributed
multimedia activity. If this collaborative digital multimedia activity is 
integrated and disseminated over the Internet, and encompasses a large
enough urban area, it could provide the context and constraints for future
development and serve to inform and engage the public (Smith, 1998).

The CASA has also developed a range of interactive demonstrations for
Hackney Building Exploratory on CD and on the web. The aim of this work
is to promote online public participation in urban design and redevelop-
ment of the Woodberry Down residential estate (Hudson-Smith and Evans,
2001). Participants can be posed with the kinds of questions planners and
decision-makers face. For example, what happens if we change the traffic
flow or knock down this building? Planners and politicians – the decision-
makers – can see the results of making changes. A series of panoramas from
around Hackney were photographed to create a virtual tour of the bor-
ough. The user is able to navigate the scene from a central point. Panoramic
imaging technology has been used for the first time by CASA in a public
planning inquiry. This allowed the members of the court to visualise before
and after scenarios of the proposed development. Each panorama was aug-
mented with a CAD model to provide key view points of the development.
By using a range of techniques it is possible to significantly reduce the com-
plexity of 3D and virtual reality models, making them suitable for Internet-
based distribution. This is an important step when considering how to
convey geographic information to a mass audience.
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Figure 6.13 Ringed building from Figure 6.12 has been repositioned.

Source: Centre for Advanced Spatial Analysis, used with permission.



Summary

Planning was one of the earliest applications of GIS in property in the UK.
The mushrooming body of planning legislation, guidance and statutory 
control over recent years has led to a significant increase in demand for
information systems that can assist in the collection and interpretation of
data, automation of operational procedures and the monitoring of policy
effects. There are many examples of good practice and lessons learnt in local
government up and down the country. In this chapter some of the ways in
which GIS has been used to assist planning functions at the strategic,
regional and, perhaps predominantly to date, operational level have been
described. Use of GIS for operational procedures and application-specific
implementations of GIS in planning within local government have tended to
dominate for technical (data cost, project nature of GIS in early days) and
organisational (GIS champions, departmental budget financing and cost jus-
tification) reasons. But as the cost of data declines and data availability
improves the value of integrating and sharing data becomes more apparent
and we should witness the development of more regional and national GIS
planning applications. We have also looked at the use of GIS for pre-con-
struction investigations and urban design functions. Some of the lessons
learnt from GIS implementation in a planning context have been outlined.
They include organisational, technological, data and staffing problems. A
recurring problem highlighted by local government staff involved in the
application of GIS for planning is the significant skills shortage. Many
authorities have great difficulty in retaining skilled staff in this field.

Development decisions are inherently geographical. The adage ‘location,
location, location’ pertains directly to property development decisions.
From site identification and evaluation, use/economic/planning/legal/
financial development appraisal through to construction, marketing and
disposal, the reliance on geographical data is overarching. Some of these
areas of application we have described in this chapter. Others that focus on
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Overseas case study

A local authority in Denmark wanted to zone an area of sloping 
terrain for residential development but was keen on preserving the
scenic views of an inlet from the higher points. To preserve these
views, the land parcels, building heights and elevations were input
into a 3D GIS. The GIS was able to provide a picture of the possible
layouts for the design of the development as a whole and document
views of the inlet from each of the parcels in the final plan. With 
a visual model of the scenic possibilities of the development and 
each land parcel, local government officials were able to give better
guidance to potential buyers (GEOEurope, 2001).



market research, accessibility modelling and demographic analysis will be
considered in Chapters 7 and 8.

Planning and development decisions require accurate and reliable data.
Landmark is a good example of an organisation committed to the integra-
tion and dissemination of data to assist decision-makers in this area. But of
equal importance is the way in which these data are perceived and visu-
alised geographically. This chapter therefore ended with an overview of the
way in which leading edge research is challenging the 2D representation 
of the built environment and is experimenting with 3D visualisation and
virtual models of development and design decisions.
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Introduction

Businesses compete in many ways; product differentiation, price and non-
price competition for example, but market share can vary dramatically
from locality to locality. Many businesses, particularly retailers, must estab-
lish branch networks at local, regional and national scales in order to pen-
etrate markets and maximise revenue. Business market research in support
of commercial property decisions is an established discipline but it is one
that has benefited significantly in recent years from GIS tools and tech-
niques. ‘Many important business decisions are now made utilising business
mapping as one of the key tools’ (Wicks, 1995). Consultants GeoBusiness
Solutions argue that GIS is part of the armoury through which businesses
compete to gain competitive advantage. For example, GIS is used for site
screening and selection, catchment area definition (using customer or
expenditure estimates and local demographics), store performance evalua-
tion, marketing and customer profiling. In specific market sectors, geo-
graphical analysis is used to support decision-making in the following ways:

� Retail: sales analysis and site development, new store sales forecasts,
impact analysis, store performance analysis, dealer network planning
and after sales forecasting, loyalty card and customer database analysis.

� Leisure: demand elasticity estimation, local marketing, site develop-
ment and support for licensing.

� Finance: local market demand strategy, optimal networks (branches
and automated teller machines), service planning and merger impact
analysis.

� Property: feasibility studies, planning research, catchment area 
definition and analysis.

Examples of decision support include:

� How many outlets should we have in region X?
� What will happen if we close outlet A in centre Y?

7 Retail and financial market 
research



� What will be the result of refurbishing our outlet network in X?
� How does actual performance compare with forecast?
� Where should we expand/contract?
� Where will changes in market size and demographic profile affect 

performance?
� Where are our competitors opening/closing outlets?

Pioneers of GIS for location modelling and marketing had a limited
choice of systems. They were usually expensive, required bespoke develop-
ment and support, suffered from a lack of skilled personnel and produced
mixed results. GIS software is now more user-friendly and includes desktop
mapping and viewing tools, drive-time analysis tools, area analysis and
reporting tools. Importantly for market research – where demographic,
property and business data are combined – the software is now capable of
much better data exchange. With more proprietory GIS software packages
available for market research, competitive advantage increasingly depends
on the quality of models and analysis developed with the GIS and the way
in which these tools are used to support decisions.

This chapter describes how GIS has enhanced demographic analysis,
retail and business location planning, and insurance and financial risk
analysis. The introduction of GIS has added not only a geographical dimen-
sion to these business market research activities but has also revolutionised
the way in which customer, sales and market data are combined, analysed
and reported as an aid to decision-making.

Geo-demographic analysis

A fundamental resource for market research is demographic data.
Demographic data are analysed to produce statistical information about
population groups. These statistics are used for customer profiling, store
location planning and branch development. Geo-demographic data and geo-
demographic analysis refer to the mapping and geographical analysis of
demographic data.

Many businesses hold postcode address data sets of their customers
which, through the application of postcode geography, allow the relation-
ship between customers and their location to be established. This informa-
tion can be mapped to analyse customer distribution or can be combined
with other geo-demographic or business data sets for wider analysis.
Market research has incorporated demography for a long time but it is the
introduction of GIS that has allowed geo-demographic analysis to be under-
taken easily and on a desktop PC. Because branch network and store loca-
tion decisions are expensive it is important to get them right and
geo-demographic data are vital to this decision-making process. As with all
other statistical analysis however, care is needed in structuring the question,
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performing the analysis and interpreting the results. These issues will be
explored in greater depth in Part III but the level of sophistication 
evident in the geographical analysis of demographic data is now high 
and this will be appreciated from the example applications described in 
this chapter.

As a simple example of the way in which GIS has been used to enhance
market research, catchment areas were traditionally defined either by scrib-
ing a circle of a given radius around the subject site or by driving around
the locality at various times of the day to establish drive-times along par-
ticular roads. Many GIS now incorporate drive-time simulation algorithms
as an enhanced measure of accessibility. These make use of readily available
route networks and allow the input of speeds and impedances for any
stretch of road. Drive-times can then be modelled using these networks and
the results are regarded as a more accurate representation of travel than
Euclidean distance measures. Figures 7.1 and 7.2 illustrate the different
sizes of catchment area when the two methods are used to calculate a 500-
metre drive-time around an office in Queen Square in the centre of Bristol.
The 500-metre radius, measured using Euclidean distance, clearly contains
a much greater catchment than the 500-metre drive-time, particularly in
this case where there is a river acting as a barrier. These more sophisticated
catchment areas can be used to identify how many potential customers,
competing businesses or development sites are in a specified area. For
example, it is possible to calculate the number of potential customers
within, say, 500 metre of a proposed retail site to determine how many are
within walking distance. This could strengthen the argument at a planning
enquiry for the site as a sustainable location for a new store. Again, the ana-
lyst must exercise caution. Different specifications for drive-time models
lead to different results. There is no national consistency with regard to
road speed or type (it would not be possible to travel along an A-road in
Central London at the same average speed as an A-road in rural Scotland).
Care must be taken therefore in defining drive-times so that they reflect real
world travel speeds.

Retail location planning

In the retail sector GIS is used primarily to identify new sites and to 
measure the performance of existing ones. The types of analysis undertaken
often include:

� demand assessment; catchment area analysis (population characteris-
tics, family incomes, expenditure and buying preferences, future
trends);

� supply and competition analysis (relative attractiveness of a proposed
store);

� existing store appraisal (customer penetration);
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� new site appraisal; identifying and ranking the location of new sites in
terms of accessibility, trade potential, size, shape, parking, prominence;

� integration of demographic, marketing and geographic data to produce 
a turnover estimate, for example, overlay buying power of population 
(market), location of competitors (competition), road links and drive-
times (accessibility).

Figure 7.1 A 500-metre drive-time defined by Euclidean distance.

•

 

Figure 7.2 A 500-metre drive-time defined by road network distance.



Retail location analysis is becoming increasingly complex. Components of
GIS for store location planning include:

� Mapping facilities.
� Catchment demographics; usually aggregated to postcode sector level.
� Store accessibility; distance, drive-times, travel times by public trans-

port and on foot.
� Competition and agglomeration of specific business types.
� Trading area composition; measures of the attraction of retail centres,

for example.
� Outlet characteristics; size, frontage, number of staff, etc. (Grimshaw,

2000).

Geographical Information Systems can be used to select suitable comparison
stores in order to estimate turnover for new outlets. It is possible to take the
output from GIS queries of geo-demographic data sets and convert them into
predictions of key performance indicators. Using statistical techniques such
as multiple regression analysis, GIS can interpolate area variables and prox-
imity variables. Gravity modelling is used to predict levels of customer trips
between residential zones and outlets or centres and is used by retailers for
planning store networks and predicting expected revenue from new sites. It
is also increasingly used by retail financial services, leisure and health sec-
tors. Unlike multiple regression analysis, gravity modelling can conduct
impact analysis and network optimisation (catchment area analysis).

Mature retail branch networks mean that new site development is an
unrealistic means of increasing sales because new outlets will cannibalise
existing sales (Walker, 2000). Therefore selective opening, closure and relo-
cation of outlets to optimise the network becomes the principle, property-
related means of increasing sales. An optimum store network might be
defined in terms of sales, proximity to the maximum number of customers
or achieving an even geographical coverage. This is done using gravity
models and is regarded as better than assessing store’s performance on 
a store-by-store basis.

According to Goodwin (1997) catchment areas based on postcode sectors
and Goad Plans are analysed in combination with in-house data on sales
areas, turnover and profit. GIS has integrated these functions and it is now
possible to study population growth, average spending and the demo-
graphic status of emerging urban and retail areas. By using gravity model-
ling to model customer flows between possible retail destinations and then
using GIS to determine how resources should be allocated to various sites
or centres based on their strengths (size, attractiveness, store layout, stock),
it is possible to model market potential in an area and estimate how it might
be affected by changes in accessibility (road or pedestrian layout).

The large food retailers such as Sainsbury, Tesco, Safeway, Asda and
Somerfield, who operate substantial supermarket chains, use GIS for 
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performance forecasting of new stores together with demographic and
lifestyle data for postcode sectors surrounding existing ones. Non-food
retailers and financial service providers such as Boots, WH Smith,
Debenhams, Leeds Building Society, Lloyds TSB and the Halifax use GIS for
site selection and the modelling of population change, spending profiles and
accessibility. Some of these retail applications of GIS are described in the
following sections.

Food retailers

Food retailing is a location-specific business. Safeway use a GIS as part of
their store location strategy to define catchment areas of shoppers who fit
the profile of the highest spending customers at Safeway stores, overlaid
with existing and planned superstore developments (Wilkinson, 1991).
Approximately £20 million investment goes into each store. ‘Competition
in the British grocery industry is evident in the accelerating new store devel-
opment programmes of the major retailers. The escalating site cost and the
heavier levels of capital investment have resulted in the development of a
more sophisticated approach to evaluating the sales potential of both new
sites and existing stores’ (Wilkinson, 1991). Key determinants of a success-
ful site are sales potential and likely profitability. These are dependent on
site characteristics (such as size, shape, parking, ancillary facilities), infra-
structure (that determines accessibility relative to competitors and popula-
tion), competition and population (size, demographics, age, etc.). Customer,
store, product, census and competition data are analysed as follows:

(a) Outlet strategy: evaluate the profile of high spending customers at exist-
ing stores to target population with a propensity to shop at Safeway,
map locations of these target shoppers and overlay existing/planned
superstore developments. Draw catchment areas, rank and aggregate
specific locations to produce a regional and national development pro-
gramme. Outlet strategy determines resource allocation, acquisition
programme and filters opportunities presented by developers.

(b) Trade potential reporting: this is a more detailed examination of a spe-
cific site. Catchment area definition is based on drive-times, geograph-
ical and psychological barriers, physical capacity, accessibility and
visibility of the site, scale and condition of competitors, and the loca-
tion of target customers. Once the catchment area is defined it is
mapped and examined for market penetration, competitor activity and
impact analysis (own and competitors’) under different scenarios of
population growth, infrastructure changes and catchment expansion.

(c) The investment decision: mapping can add value to boardroom decision.
(d) Tailoring the store: behavioural data are examined geographically to

highlight, by customer postcode, patronage of in-store departments.
This information can then be cross-referenced to geo-demographic



indicators to establish rules on buying habits by population type, which
can then be applied to the target catchment of the proposed store.

(e) Local advertising: geographical targeting.
(f) Post-opening evaluation: compare actual with projected performance.

‘A GIS has an extremely important role to play in store planning. It estab-
lishes a single geographical base against which to analyse any number of
different data sets. … It is enormously effective as a communication tool…’
(Wilkinson, 1991).

Non-food retailers

A GIS was used to model new shopper behaviour at the Meadowhall 
out-of-town retail centre in Sheffield, mapping home locations of shoppers
together with isochrones (lines that join places of equal travel-time to or
from a given destination) to illustrate the extent of the attraction of the cen-
tre geographically. Results showed that the attraction was especially strong
along the motorways and demographically from young affluent families.
Marks and Spencer have used GIS to analyse exit surveys of customers in
order to define catchment areas of stores. This allows the development of
predictive algorithms for catchment forecasts for new stores. The road net-
work is mapped to create drive-times around stores and the market share in
an area is analysed to determine whether new business can be generated.
Debenhams also used a GIS to assess potential store locations, monitor the
performance of existing stores and assist in in-store development.
Geographical analysis includes the following tasks:

� catchment area definition (using credit card penetration levels to define
catchment areas for existing stores and drive-time analysis for new stores);

� area profiling (demographic make-up of surrounding population for
specific goods); and

� retail potential (estimate annual spending potential within the catch-
ment area for merchandise groups).

Longley and Clarke (1996) describe how a GIS was used by a home 
electronics rental company to assess the impact of opening a new store.
Costs of opening a new store were estimated (such as property, staff, stock,
etc.) and a GIS was used to predict revenue over the next five years based
on geo-demographic data for surrounding postcodes. The GIS model
revealed that much of this revenue would be redirected from the organisa-
tion’s other stores in the area.

Lloyds Chemists also use GIS for customer profiling, site location and
competitor research, analysis of market activities and the planning of 
marketing strategies (Goodwin, 1997). They are considering showing the
location of GPs in any area to locate stores in easy reach of surgeries.
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Geographical Information Systems have seen significant application in
the building society sector, particularly amongst the large national opera-
tors. The main functions are target mailing, assessing market potential,
catchment area and branch location analysis, insurance rating and credit
assessment. The majority of users regard GIS as a strategic tool (Grimshaw,
2000). This contrasts with evidence from the local government sector where
it is regarded as an operational tool in the main. The Nationwide Building
Society uses GIS to match products and capacity to local demand and 
to consider the hierarchy of the branch network (Hornby, 1991). Data
include a customer database with postcodes, census and geo-demographic
data and a catchment area database, which includes the locations of 
competitors. Catchment area analysis and competition analysis are com-
bined to forecast customer penetration per head of population. This is then
used to determine the size and location of the branch network. For a par-
ticular area the objective is to deliver a distribution plan of Nationwide
products. The first stage is to analyse the existing market in terms of com-
petition and market share by product within specific customer segments.
The results are then fed into a capacity model to calculate the distribution
supply requirement from the market demand. Longley and Clarke (1996)
describe how a GIS was used by another building society to decide whether
to proceed with a refurbishment programme for existing branches or to
develop the branch network in regions of the country that were currently
under-represented.

Car dealerships use GIS to define catchment areas, create thematic 
maps of dealer performance and areas of dealer potential. In the auto-
mobile industry franchised dealerships are allocated discrete geographical
territories. Evidence shows that the more dealerships that a car manufac-
turer appoints the greater the likely market share, although diminishing
returns have a consequent effect on profitability for each additional dealer-
ship. A GIS can help achieve a balance between maximising the 
number of dealerships and maintaining profitability for each one (Longley
and Clarke, 1996). Clark (1991) describes how a GIS has been used by
Toyota GB to:

� appraise Toyota and competitor performance in the UK at different
spatial scales;

� measure the performance of individual dealers for target setting;
� identify new market opportunities (taking into account predicted levels

of business and competitor activity);
� assign areas of responsibility to new dealers;
� assess the impact of dealer terminations; and
� identify the optimum dealer network under different scenarios.

Grimshaw (2000) describes how a European car dealer network used GIS
to define dealer catchments. These were large areas as the dealer operated
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in the specialist car market. GIS output included thematic maps of individual
dealer performance and areas of dealer potential.

‘Catalist’ is an independent company specialising in the petrol retailing
market. The company provides information about petrol stations in Europe
and data analysis techniques provide decision support tools for the plan-
ning and operation of a petrol retail network. Computer-based maps and
GIS are used to optimise the planning and operations for clients who
include BP, Esso, Shell, Tesco, Sainsburys, Granada and Welcome Break.
Typical applications are:

� Optimising locations for petrol stations, depots, shops, branches,
restaurants, etc.

� Analysing census data, road networks, drive-times and other factors to
establish the most efficient sales territory network.

� Generating maps and reports.
� Defining catchment areas based on customer locations, census profiles,

drive-times or other factors.
� Mapping the optimum distribution network between multiple supply

points, depots and delivery points.

Retail property consultants

Property consultants involved with retail site selection and development
have used GIS to analyse demographic, property and geographic data in
order to assess likely turnover, potential catchment, the effect of competi-
tion and planning policy for potential new sites. The catchment area (pop-
ulation characteristics, family income, expenditure and buying preferences),
competitors and site location (accessibility, visibility) are all examined. For
example, Sanderson, Townend and Gilbert, a firm of chartered surveyors in
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Overseas case study

In the US a mortgage company in South Carolina uses GIS to assess
the feasibility of existing or potential sites for particular activities. An
application developed by the University of South Carolina uses a grav-
ity model that incorporates distance decay as a component of the cal-
culation of market potential. The aim of the model is to answer the
question ‘how many customers or how much in sales can I expect at
this site given the existing competition?’ Instead of using a market
radius to select demographic variables, distance decay is calculated on
the basis of the location of the proposed site and competitors, attrac-
tiveness of the proposed store (measured by floor-space), maximum
market range and the type of distance decay model required.



Newcastle in the UK, used a GIS to identify sites on behalf of Global Video,
who operate a chain of video rental outlets (Kirkwood, 1998). The GIS was
used to integrate information about Global Video and their competitors
with demographic and property data using postcode sector boundaries,
road network mapping and retail Goad Plans. Possible outlet locations are
identified and the GIS is used to select relevant postcode sectors in the vicin-
ity of each site and demographic data for each sector are scrutinised to see
if they match the requirements of the customer profile for a successful store.
If the match is good the site is inspected. The Global Video GIS application
selects sites using the following criteria:

� Busy pitch (modelled using Goad Retail Plans)
� Good car access
� Proximity to complimentary retail uses such as hot food and off-licence

outlets
� Acceptable distance from the competition
� Potential population catchment area.

Data used include postcode sector boundaries, small-scale raster maps and
demographic data on unemployment, car ownership and social class for
each postcode sector. The process involves locating a potential site on a gen-
eral location map, selecting postcode sectors that a store in that location
would draw from, assessing demographic data for the proposed store
against the demographic model of a successful video store, visiting the site
and assessing location factors (Buchanan et al., 1999). The application
would be enhanced if local authorities made their planning data available
digitally.
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Overseas case study

In the US Wilson–Kibler, a real estate company in South Carolina,
commissioned the University of South Carolina to develop a GIS
application that assists retail site selection (Cowen et al., 1999). The
application measures market potential based on a prescribed range
around the site. A circular buffer is drawn around the proposed site
and the underlying census blocks within the circle are clipped.
Demographic data contained in straddling polygons is allocated in
proportion to area inside/outside the circle. This is illustrated in
Figure 7.3. For each census tract selected summary statistics are 
presented for each census record. The user can then weigh the 
importance of each item of census data in order to derive a final
‘score’ for the site.
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At CB Hillier Parker, a firm of property consultants in the UK, GIS is used
for retail analysis using gravity modelling by research staff and for basic
GIS mapping for presentation purposes (such as the calculation of catch-
ment areas) by surveyors in general. An objective of CB Hillier Parker is to
have basic mapping tools on every surveyor’s desk in the next 3–4 years,
primarily for descriptive mapping. It is expected that this will mature into
more sophisticated analysis over time. Property data such as rents, yields,
lease and occupier details are geo-coded and mapped onto large-scale OS
mapping. Buildings can be shaded to illustrate acquisitions, disposals, rents
and other descriptive data about the market. CB Hillier Parker also carry
out a National Survey of Local Shopping Patterns that utilises GIS technol-
ogy. In 1998, the first electoral roll survey of consumer shopping destina-
tion preferences for comparison and convenience goods was undertaken.
This survey of more than one million households permits catchment areas
and penetration rates of major comparison and convenience goods to be
identified for trading locations in the UK. Before this survey, retail analysts
had to rely on proxy measures of local retail market size using modelled
catchment population estimates, shop counts and retail floor-space totals as
indicators of market size differences. The electoral roll survey allows fore-
casts of local high street growth trends based on consumer spending flows.
The impact of development activity, population growth and other socio-
economic factors on spending levels and sales in individual retail markets
can be simulated. Retail rental forecasting models can be based on actual
rather than proxy measures of market activity. The survey:

� Identifies the size and nature of catchment areas for retail goods.
� Identifies size and profile of shopping populations for individual or

grouped trading locations.

Figure 7.3 How census tract level demographic data are apportioned using
area ratios.

Source: After Cowen et al., 1999.
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72%



� Identifies the market shares achieved by trading locations competing
for trade in any catchment area.

� Identifies and predicts growth trends at the local level.
� Ranks trading locations by size, growth profile and other charac-

teristics.
� Forecasts sales and occupational costs.
� Predicts the impact of development on shopping patterns.

GIS is also used at CB Hillier Parker to assist with the design, development,
layout and retail mix of shopping centres. Analysis focuses on the flows 
of shoppers between origins and destinations at the postcode sector level.
GIS is used to extend geo-demographic area profiling using drive-time
isochrones and other trade area definitions. Data from the Survey of Local
Shopping Patterns described above can be combined with other area data
sets, describing income, lifestyle and expenditure, for example, to define
catchment areas and other shopping population profiles for individual or
grouped trading locations.

Use of GIS at Jones Lang Lasalle (JLL) was prompted by demand for retail 
site location analysis on behalf of specific clients. This application-led intro-
duction of GIS can be justified financially in terms of the benefit that it offers
the client in meeting the objectives of a project brief. The firm is currently eval-
uating the potential benefits of mapping its agency database and this was
described in Chapter 4. The familiar problems of inconsistencies with in-house
data are being encountered but already the pilot project is illustrating how use-
ful even simple thematic mapping of data stored in the agency database can
be. This is a more corporate approach to the introduction of GIS in an organ-
isation and the benefits that it can offer are sometimes harder to identify and
value. In terms of software and data products in use at JLL, desktop mapping
is used and digital Goad Plans are available across the firm. More advanced
retail mapping is used within the Information Centre. Promap is used for the
generation of location plans that typically appear in reports from JLL. Also,
MapPoint, which includes OS street level data for the UK, is used to generate
customised plans and maps for insertion in reports and web pages. MapPoint
is also capable of performing basic point and thematic mapping. MapInfo is
used as a mapping package for the input of postcode zones, point data and
other thematic data sets but it is not used for analysis of these data.

CACI supplies both software and data to JLL and JLL has been a user of
CACI’s Insite system since 1988. A customised system was built to reflect the
specific needs of JLL in terms offering value added services to retailers, which
was focused primarily on location and catchment area analysis. For example,
using the drive-time application it is possible to evaluate specific sites for
clients in terms of:

� Catchment size
� Overlapping catchments
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� ‘Gaps’ in the market
� ‘Cannibalisation’ for retailers
� New locations for expansion
� Opportunities for disposal properties.

The Market-Scan application is used to determine the location of hotspots
and for thematic mapping and includes 20-, 30- and 60-minute drive-times
for each of the 9,000 postcode sectors in the UK, an example of which is
shown in Figure 7.4.

Using CACI’s Retail Footprint application primary, secondary and terti-
ary catchments for some 2,300 retail locations in the UK, ranging from
regional and suburban shopping centres to out-of-town retail parks can be
identified. Retail Footprint is based upon a gravity model, which reflects
both a centre’s accessibility and attractiveness (in terms of retail provision –
comparison, household and food shopping) compared with neighbouring
retail locations. The model defines in geographic terms the area from which
a retail centre attracts its trade. During the 1990s, JLL continued to expand
its use of GIS from CACI with a retail focus by adding the Paycheck data
set and the Impact Module. The latter enables the potential impact of new
retail development on an existing retail location, and the impact of new
competitors on existing sites, to be modelled. For example, a major 
(fictitious) regional shopping centre, totalling some 500,000 square feet is
to be built in Neston, which has an existing retail catchment of approxi-
mately 258,000 people. It is estimated that the proposed development will

Figure 7.4 Drive-times based on postcode sectors.
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increase the attractiveness of Neston as a retail location by 150 per cent.
Inputting these figures into the Impact Model it is estimated that the impact
of an additional 500,000 square feet of retail space in Neston will increase
the retail catchment to 402,700 people. Figures 7.5 and 7.6 show how the
size and shape of the primary, secondary and tertiary retail catchments have
changed, underpinning this increase in population.

Figure 7.5 Retail catchment areas around Neston (1).

Key

Figure 7.6 Retail catchment areas around Neston (2).

Key



214 GIS applications in land and property management

European Insite from CACI contains many of the analytical capabilities 
of the UK products but its main advantage as far as JLL is concerned is that
it is geographically seamless and thus allows cross-border drive-times, socio-
economic analysis and overlapping catchments (cannibalism) to be calcu-
lated. In the absence of this product, JLL would have to rely on each country
performing the analyses, which would invariably stop at the borders!

JLL therefore uses GIS to perform retail location and relocation analysis,
catchment and impact analysis, store performance measurement, customer
segmentation, thematic mapping of ‘hot spots’, location targeting and pro-
filing, modelling ‘what if’ scenarios and trend analysis. GIS is used in the
retail department of JLL for analysis on behalf of a range of clients in the
UK and in Europe including Costco, BAA McArthur Glen and Starbucks. A
typical application of GIS for retail analysis is the location mapping of cof-
fee houses for a particular chain in relation to the location of competitors.

Finally, JLL have developed a ‘Locations Database’ which is accessible
over the firm’s intranet. The database provides access to annually updated
population, employment, business, accessibility and property data for
regions, towns and urban areas across the UK. The database has a map
front-end and uses MultiMap to illustrate locations once they have been
selected. A useful next step would be to extend the scale of the database by
allowing users to zoom in to particular urban areas, call up the large-scale
mapping associated with the agency database and thus continue enquiries
at the individual property level. This would go some way to realising JLL’s
vision of a corporate, GIS that integrates systems and databases in order to
promote knowledge sharing. Future plans are to incorporate metropolitan
maps for UK and Europe, develop web-based mapping capabilities, a pan
European GIS system and to expand the property-related applications
piloted in Leeds are described in Chapter 4.

The Investment Property Databank (IPD) and property consultants
Donaldsons used GIS to analyse various geo-referenced data in order to
identify potential sites for a new shopping centre. Various vector-based
point and polygon data, including population density, market volatility,
past investment performance, 10-, 20- and 30-mile drive-times around
urban areas, infrastructure, lifestyle profiles and rental growth (shown in
Figure 7.7), were converted to raster data and normalised. This was
achieved by taking the surface values and reclassifying the values of each
surface so that they relate to a 1–10 scale shown in Figure 7.8 for rental
growth figures. The normalised surfaces were then combined by simply
adding their values at each point using ‘Map Calculator’, a standard GIS
tool described in Part I of this book. Figure 7.9 shows the result of using
the Map Calculator function to add up the scores for each of the normalised
variables and displays the areas according to the aggregate scores for opti-
mum locations (1 – poor, 7 – very good). The result is a single composite
map created by interpolating a series of surfaces from various vector-based
point and polygon data.



Figure 7.7 Rental growth by local authority area.

Source: IPD, used with permission.

Figure 7.8 Normalisation of rental growth figures.

Source: IPD, used with permission.



Overseas case study

In the US ‘appraisers are often asked to estimate the market value of
retail centres that are not at ‘stabilised occupancy’ (90–95 per cent).
Appraisers need to estimate the time for retail absorption for a geo-
graphical area in which the centre is located and for the subject retail
centre itself, in other words, how long will it take for the centre to
reach stabilised occupancy? GIS can be used to perform the absorp-
tion forecast (Smith and Webb, 1997). Traditionally an absorption
trend analysis is undertaken by examining past absorption trends in
the market and projecting the historical average over, say, the last
5–10 years. This historical data is usually available from larger
national real estate brokers or private real estate information services.
Data might include rents, vacancy rates and space absorption over the
past few years. GIS can help forecast absorption by providing a geo-
graphical population forecast. It does this as follows; take existing
retail space and divide it by the existing population estimate to calcu-
late the current ratio of retail space per person. The ratio would vary
due to population income, shopping habits and other factors that
determine trade areas and retail sales. It will also be affected by the
supply of new space. It is also possible to determine ‘occupied’ retail
space per person by adjusting the retail space figure by the vacancy
rate and dividing this (lower) area by the population estimate. Then

216 GIS applications in land and property management

Figure 7.9 Composite map showing a ranking of suitable locations for a new 
shopping centre.

Source: IPD, used with permission.
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Office location planning

Why do office occupiers pay more for certain locations? How do values of
office premises vary across a city? Can geographical analysis of property
values aid office location planning? These are the sort of questions that
businesses must ask in order to optimise the use of property assets.
Empirical evidence suggests that office occupiers regard accessibility to cus-
tomers, clients and complementary business activities as the fundamental
elements of a property decision, over and above the physical and legal char-
acteristics of the property.

A study in Bristol used a geographical analysis technique called distance
mapping to locate those office properties that were within specified access
times and distances of features regarded as urban attractions. The study
suggested that a geographical analysis of property values can identify move-
ments in value and shifts in relative accessibility and concluded that this
type of analysis may have an important application in office location plan-
ning (Wyatt, 1999). The results demonstrated the importance of using a
communications network when calculating distances and travel times
across an urban area. The route network should be based on actual trans-
port routes and incorporate realistic impedance measures for traversal
along the network. Only by developing a realistic network model of com-
munications in an urban area can an accurate picture of how locational
influences affect property value be created. The network distance analysis
can be enhanced by creating more realistic impedances for traversal along
different roads and certain stretches of road. Two influences in particular
were found to affect the accessibility calculated using the network model.
These were the configuration of the route network and the impedance for
traversal along the routes. This has obvious implications for transport 
planning and its consequent effect on property values – the design of route
networks in urban areas should seek to optimise ease of movement of 
vehicles and pedestrians. Accessibility, in terms of customers, clients and
complementary business activities is the key determinant of the location
decision for many office activities, especially the financial and professional
services occupiers. This increases the demand for more accessible sites,
which have traditionally been in the city centre.

As well as retail clients GIS has been used for office and industrial 
location analysis. Companies that are looking to relocate may require a

look at the population forecast for, say, five years’ time and multiply
the number of new people by the ‘occupied’ retail space per person
ratio to arrive at an estimate of new space needed over the next five
years. From this the average annual absorption over the next five
years can be calculated by dividing the figure by five (years).



comparison of drive-times and public transport accessibility between their
existing and proposed locations. Jones Lang Lasalle (JLL) use GIS to assess
labour availability in terms of the size of the workforce, economic activity,
occupation profile and qualifications of the workforce. The pursuit of
lower operating costs – namely property and labour costs – is an important
trigger in an organisation’s relocation plans. The differential in property
costs (rent and rates) between Central London and provincial office mar-
kets has been a major push factor. However, organisational factors such as
the need to expand and opportunities for consolidation of premises and
staff have risen in importance as the primary triggers for relocation deci-
sions. Organisations today have to ensure that their property portfolios add 
value to their activities and provide them with the opportunity to compete
effectively in ever more demanding markets. In one particular case – it 
was the need to consolidate premises and staff which was the trigger for 
the relocation of a headquarters operation out of Central London.
Following the identification and acquisition of suitable properties in 
and around the M25, JLL was asked as part of the relocation process to
provide a detailed journey time analysis by road and public transport 
from staff homes to:

(i) existing HQ location in Central London;
(ii) new location in and around the M25; and
(iii) the differential in journey time between (i) and (ii).

First, using various journey plan databases, journey time differentials were
ascertained. Staff homes (using postcodes) were imported and plotted on 
a base map and classified according to salary group and differential in 
journey time. Second, 60-, 90-, 120-minute drive-times were calculated
around the new site, reducing the default drive-time speeds by 50 per cent
to reflect congestion on the M25 during peak hours. This exercise provided
an indication of journey times by road from homes to the new location. 
The resultant map and accompanying database provided the client with 
a base on which to make initial relocating staff decisions, based on 
journey time to work. For any case, which was considered borderline, 
a replica journey was undertaken either by public transport or road from
individual homes.

Another use to which GIS has been put on behalf of office occupiers is an
analysis of new market potential. The CACI Market-Scan application has
pre-defined drive-time catchments around all postcode sectors in the UK.
Data sets, which JLL has underpinning these pre-defined catchments,
include population, age-structure, population projections, occupation,
social class, car and home ownership, economic activity, neighbourhood
classification, retail expenditure, household income, business data and 
education/qualifications. Market-Scan is a useful tool for ‘hot spot’ 
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mapping in terms of identifying locations that offer the best opportunities
based on the analysis of the underlying data sets. For example, JLL were
instructed by a financial services company to find approximately 4,000
square feet of office space in twenty different locations across the UK. 
The client wished to sell household insurance, household loans and mort-
gages. As a first step in identifying suitable locations, MarketScan was 
used to construct 20-minute drive-times to illustrate those locations with 
a critical mass in terms of number of households. It was then possible to
sieve and rank the ‘hot spot’ locations using other key variables and iden-
tify available office properties in each location. Similarly, a bank client
asked for a geo-demographic analysis of locations throughout the UK 
in order to identify those that contain high population density within 
a short drive-time. This analysis was then used to support location decisions
for home insurance outlets. For industrial occupiers GIS has been used 
to help distribution companies locate their depots. This has involved 
transport network analysis.

Businesses are increasingly looking internationally for suitable premises for
branch networks, production and manufacturing facilities, and distribution
outlets. Grimshaw (2000) notes that leisure operators use GIS for site selec-
tion. Analysis of potential sites at the local level, in terms of the location of
outlets with respect to local demand and competitor type, size and location,
may help quantify market share in a region. By undertaking detailed analy-
sis of customers of existing outlets and concentrating on socio-economic
characteristics, frequency of visits, spending per head for example, a typical
customer profile can be drawn up and input into a GIS. This profile can be
compared with national statistical information relating to population 
levels, socio-economic characteristics, housing types and travel isochrones.
The profile can then be used to identify specific locations for site acquisi-
tion. This process is increasingly used by major leisure operators such as
Bass and Whitbread. But it is not just the private sector that requires this
type of location planning. Development agencies that wish to attract
inward investment for, say, regeneration must consider the location require-
ments (such as labour, market catchment and accessibility) of relocating
firms in order to target their investment. The International Location
Advisory Team at management consultants Ernst & Young use GIS to help
corporate clients who wish to consider relocation options for their busi-
nesses. GIS contributes to the location analysis by screening locations prior
to more detailed analysis. Property cost and land availability are the start-
ing points. Screening then includes labour market factors (unemployment,
age of workforce), drive-times, rail-times and airport locations. These data
are classified (using natural breaks, as defined in Part I of the book, 
for example) and displayed on a map. The analysis then focuses on between



220 GIS applications in land and property management

10 and 20 local authority districts after initial screening. These districts can
be grouped together into more meaningful labour market areas.

The research department at FPDSavills acts as a GIS consultancy to 
other departments within the company. In this way GIS development is
driven by departmental demand. The following sections illustrate how GIS
is used for office location planning at FPDSavills.

Catchment area definition and analysis

Catchment areas are defined using journey times (peak and off peak drive-
times, walk times or simple distance radii) and are used to identify areas of
exclusive market catchment. The extent of a catchment area is dependent
on property type but once a catchment area has been defined then profiling
of data within it helps identify areas of strong market potential or ‘hot
spots’ as well as evaluate competition and performance of the subject 
property (see Figure 7.10).

Figure 7.10 Mapping the competition, catchment and key client targets.
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Typical analysis of a catchment area provides a preliminary view of 
potential demand and supply within a specified catchment area. Drive-times
are also calculated for competitor locations so that catchment areas may 
be defined and overlaid with one another to identify areas of exclusive 
coverage and low competition. Demographic data within the catchment areas
can also be examined, including census data and neighbourhood population
profiles.

Customer profiling, investment performance measurement and 
client specific reports

Customer profiling takes the form of standard demographic census mapping
and reports and CACI demographic ‘ACORN’ (A Classification Of
Residential Neighbourhoods) profile reports. Investment performance meas-
urement typically involves investment demand ranking. For example, 
a client may be interested in constructing a residential property investment
portfolio and wishes to receive advice on the demographic profile of areas in
which potential investment opportunities are located. Scores are allocated to
postcodes using demographic data (young people for renting, for example)
then data points for residential investment opportunities can be overlaid.
This helps identify which investments are in high scoring locations.

An example of the sort of reports that are produced for specific client
requirements is the ‘pre-site check’ for valuation purposes. Council tax
bandings, demographic and other data are examined prior to a valuation as 
an indication of whether a site visit is required. Increasingly, investment 
surveyors require geographical analysis of property market data to support
their advice and agents require high quality presentation of data together
with market research to underpin their advice.

As well as subscribing to CACI data and services, FPDSavills are starting
to geo-reference their own property data such as annual office turnover (take-
up and supply). Because FPDSavills have a strong residential property focus,
Land Registry data are incorporated by postcode sector, together with coun-
cil tax data by local authority district and demographic data by enumeration
district. The EGi London Office Database provides workforce data. Other
data include planning and development information from suppliers like
Glenigan and various property-specific data such as the location of golf clubs
and health and leisure facilities. There are areal interpolation problems that
arise when integrating these data sets and Part III discusses these.

Office relocation analysis

This section describes a study undertaken at FPDSavills to assess the poten-
tial impact of office relocation on morning peak rush hour travel-to-work
times for staff at three office locations. For the purposes of this example,
these locations have been anonymised.
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Figure 7.11 Office location (X) and staff residences.
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The first stage of the analysis was to define the overall geographical
extent within which the preferred relocation would lie. This was taken to
be the area from which the three existing offices can be reached. Two relo-
cation sites were chosen and the study sought to calculate the changes to
staff travel times as a result of relocation to each of these sites. The three
current office locations are Cherwick, Grayford and Breconsfield. 
Travel-to-work drive-times were generated to represent the time it takes the
staff to travel to work during the peak morning rush hour. This includes
modelling areas of extreme congestion within the western M25 area and
tributary motorways.

The home addresses of the 223 employees were plotted (Figure 7.11)
based on full postcodes. The shading of the points represented the office to
which employees currently travel to work and the numbers provided in the
legend of the map indicate the number of employees in each office. 
The crosses indicate the location of the current offices. Figure 7.12 provides
a closer view and excludes from the map those employees living outside the
local area (outliers).

Figures 7.13, 7.14 and 7.15 show 20-, 40- and 60-minute drive-time
bands to each of the existing offices during the peak morning rush hour.



Figure 7.12 Office location and staff residences (excluding employees not 
commuting from within the local area).
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Figure 7.13 The 20-, 40- and 60-minute peak drive-times to the Cherwick office.
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Figure 7.14 The 20-, 40- and 60-minute peak drive-times to the Breconsfield office.
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Figure 7.15 The 20-, 40- and 60-minute peak drive-times to the Grayford office.
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The locations of staff residences have also been superimposed onto the
map. Figure 7.16 summarises the percentages of staff located within the
drive-time bands of their respective offices. Breconsfield and Grayford both
had approximately 50 per cent of their staff within 20 minutes morning
peak drive of the office. This compared to 31 per cent for Cherwick
employees. The 41–60-minute drive-time band to the Cherwick office com-
prised the largest proportion of Cherwick employees at 31 per cent.
Breconsfield and Cherwick had over 18 per cent of their office staff spend-
ing more than 60 minutes travelling to work. Only 7 per cent of Grayford
employees lived more than an hour away from their current office.

Using the peak drive-times a composite catchment map was created
(Figure 7.17). The shaded areas show the locations from which each 
office can be reached within 60 minutes. The dark shaded areas in the 
centre of the map is where all three existing offices can be reached within
60 minutes. This has been identified as the preferred area for relocation.
The two relocation sites indicated by crosses on the map are close to or
within this preferred relocation area, in Sloughton and Blockworth. Figures
7.18 and 7.19 show 20-, 40- and 60-minute peak drive-times for the 
two relocation sites. Again, the locations of staff residences have been 
plotted on the map.

Assuming that all staff are relocated to a single office, Figure 7.20 shows
what the new morning peak travel-to-work times for each proposed loca-
tion would be. Overall travel-to-work time profiles for the two proposed
offices were very similar. Both new sites would increase average travel time
by 14–16 minutes, with three-quarters of staff travelling for between 21
and 60 minutes to get to work. Figure 7.21 breaks down these changes in
travel to work to show figures as an average time spent travelling to work.
The calculation of average travel to work per person per office is based on
10-minute bandings up to 90 minutes. Those staff travelling for 90 minutes

Figure 7.16 Existing morning peak travel-to-work times.
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Figure 7.17 Overlap between the three main offices of 1-hour peak drive-times.
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or more are averaged at 120 minutes. Tables 7.1 and 7.2 show the changes
between bands of travel time in greater detail. The travel bands in the row
(reading across) represent the current travel to work time. The travel bands
in the column (reading down) represent the new travel-to-work time of the
new site location. For example, in the top section of the table (Sloughton) in
the first row is a Figure of 58. This is in the row 0–20 minutes and the 
column 21–40 minutes. This means that 58 people currently travelling for
0–20 minutes to work would spend 21– 40 minutes travelling if the new
office was located at the site in Sloughton. The figures highlighted in bold
are staff who have remained within the same travel-to-work time band. 
The figures below the bold are those whose travel-to-work time has



Figure 7.18 The 20-, 40- and 60-minute peak drive-times to the proposed
Sloughton site.
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Figure 7.19 The 20-, 40- and 60-minute peak drive-times to the proposed
Blockworth site.
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decreased and those above the bold have increased. Therefore the larger the
numbers to the top right represents a more negative impact on the travel-to-
work time and the larger the numbers to the bottom left the more positive
the impact.

The impact on travel-to-work time is as follows. Average travel-to-work
time for all staff is currently 33 minutes. Shortest average travel-to-work
time is for staff commuting to the Grayford office with 23 minutes.
Relocation to Sloughton site would mean an average travel-to-work time
for all staff of 49 minutes. The Grayford staff’s average travel time 
would incur the largest increase (31 minutes), Breconsfield staff’s average
travel time would increase by 11 minutes while Cherwick’s would increase

Figure 7.20 Morning peak travel-to-work times for proposed offices.
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Figure 7.21 Average travel-to-work time.
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Table 7.1 Drive-time matrix of all staff to each site option within drive-time bands –
numbers

Current travel time 0–20 21–40 41–60 Over 60 Grand
bands (minutes) total

Sloughton
0–20 3 58 35 3 99
21–40 7 10 29 11 57
41–60 2 5 16 8 31
Over 60 0 1 12 23 36
Grand total 12 74 92 45 223

Blockworth
Count of travel bands (Current)
0–20 3 29 64 3 99
21–40 3 21 23 10 57
41–60 2 19 6 4 31
Over 60 3 6 5 22 36
Grand total 11 75 98 39 223

Table 7.2 Drive-time distribution of all staff to each site option within drive-time
bands – percentages

Current travel time 0–20 21–40 41–60 Over 60 Grand
bands (minutes) total

Sloughton
0–20 1 26 16 1 44
21–40 3 4 13 5 26
41–60 1 2 7 4 14
Over 60 0 0 5 10 16
Grand total 5 33 41 20 100

Blockworth
0–20 1 13 29 1 44
21–40 1 9 10 4 26
41–60 1 9 3 2 14
Over 60 1 3 2 10 16
Grand total 5 34 44 17 100

by 16 minutes. Of the 20 per cent who would have to travel for more than
60 minutes, 10 per cent would not have had to do so previously. Three-
quarters of the staff would travel for between 21 and 60 minutes to get to
work. Relocation to Blockworth site would mean an average travel-to-work
time for all staff would be 49 minutes and a significant increase in average
travel-to-work time for the Breconsfield office (up 19 minutes). The average
travel time would increase by 9 minutes and 10 minutes for the Cherwick
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Overseas case study – US low-level radioactive waste disposal
facility (Cargin and Dwyer, 1995)

Federal law requires that each US state be responsible for ensuring that
low-level radioactive waste generated within its borders is disposed of
safely. A state may do this individually, or may combine their efforts
with other states and form a compact. Pennsylvania, Maryland, West
Virginia and Delaware joined to form the Appalachian Compact, with
Pennsylvania agreeing to site the first low-level radioactive waste dis-
posal facility for the Compact. A GIS, designed to locate a suitable site
for the facility, has become an integral part of the screening process.
Screening is divided into two tasks: disqualification (determining
where the facility cannot be located) followed by evaluation (deter-
mining where the facility should be located).

The disqualification process eliminates areas of the state that are not
suitable for siting a low-level radioactive waste disposal facility. During
the disqualification phase of the project, a total of eighteen disqua-
lification criteria were processed, which involved the application of
thirty-five individual disqualification data layers in a GIS (see Table 7.3).
The disqualification data layers covered a wide range of size and com-
plexity, from National Fish Hatcheries (four polygons and 300 acres dis-
qualified) to Geological Stability (nearly 20,000 polygons and 423,000
acres disqualified), and Exceptional Value Wetlands (5,500 polygons
and 9.9 million acres disqualified). Disqualification was applied in 
a three stage process, with Stage One being applied at a statewide scale
(1 :250,000), Stage Two at a regional scale (1 :50,000), and Stage
Three at a local scale (1 :24,000). The staged approach was used to
apply criteria that removed large areas at an early stage in the process.

and Grayford offices, respectively. Of the 17 per cent who would have to
travel for more than 60 minutes, only 7 per cent would not have done 
so previously and a majority of staff, 78 per cent, would travel for between
21 and 60 minutes to get to work.

To summarise, overall travel-to-work time profiles for the two proposed
offices are very similar. Both new sites will increase average travel time by
14–16 minutes, with three-quarters of staff travelling for between 21 and
60 minutes to get to work. Blockworth would be the preferred option 
for the Grayford office, increasing travel time by 10 minutes compared to
31 minutes for a move to Sloughton. Sloughton would be the preferred
option for the Breconsfield office with average travel time increasing by 
11 minutes compared to a 19-minute average increase for a move to
Blockworth. Blockworth would be the preferred option for the Cherwick
office, increasing travel time by 9 minutes compared to 16 minutes for 
a move to Sloughton.



Once an area was disqualified by one criterion, there was no need to
look any further in those areas for any other disqualifying features. The
disqualification process eliminated approximately 75 per cent of the
state from consideration as potential disposal facility site.

In the evaluation process, the remaining non-disqualified portions of
the state were screened as to their potential for siting the proposed
facility. Fourteen additional criteria were applied, each of which 
designated an area as either more or less favourable for licensing.
Many of the evaluation screening criteria involved buffering map 
features to identify less favourable areas. For example, it is less
favourable to be within a mile of a Wildlife Area Boundary. Other 
criteria, however, such as Road Hazards, presented a much more 
difficult challenge. The Road Hazards evaluation involved investigat-
ing each non-disqualified/non-deferred area to determine if it was 
possible to travel from the nearest limited access highway to the area
without passing through four intersections in any given 1-mile 
segment. Given the fact that this evaluation must occur on a statewide
basis, and that there are over 1,500 possible exit points from the 
limited access highway system, this quickly became a substantial task.
GIS networking capabilities were used to automate this analysis as far
as possible. The process then combines these technical scores with a
public values survey to factor in public rankings and develop an overall
rank–sum index score for each area, with the top 100 areas moving
forward into Site Selection. In Site Selection, the remaining criteria
were used to narrow consideration from the 100 areas to a subset from
which three potentially suitable sites were chosen.
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Insurance and finance

Insurance

Insurers traditionally targeted house insurance risk to a geographical 
extent that is determined by the first half of the postcode. This equates to
approximately 10,000 properties. In other words the risk that a single prop-
erty was estimated to be subject to was shared between 10,000 ‘similar’
properties in the locality. With the aid of GIS, insurers are increasingly able
to focus on the best risks by using more sophisticated analysis to target risk
at a more refined geographical level. Insurers can combine data from the
British Geological Survey and other data providers to group properties that
are believed to be subject to similar risk by using the first digit of the second
half of the postcode. This equates to approximately 2,000 properties.
Consequently, properties in locations that are ‘high risk’, from subsidence
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or flooding for example, are becoming increasingly difficult to insure and
premiums are high in comparison to those that are considered low risk.

The UK international reinsurance broker Benfield Grieg Ltd specialises in
identifying and quantifying risks associated with catastrophic hazards in
the UK – essentially windstorms (such as the 1987 storm) and coastal flood-
ing. Clients of Benfield Grieg usually hold portfolios of property, boats and
aircraft, all of which have to be insured. The reinsurer’s role is to spread the
accumulation of exposure of individual insurance companies, by purchas-
ing reinsurance in the major international markets, such as Lloyds of
London. Prior to 1993, reinsurance was relatively cheap and easy to find
and the UK was not considered a catastrophic risk area. In addition there
was a ‘relative non-sophistication’ in the reinsurance business, with the
technology to do meaningful analysis via GIS not being widely available.
The 1987 storm in the UK was considered a one-off freak, however more
storms in the 1990s indicated a change in the established weather patterns.
The increase in global natural catastrophies changed perceptions and meant
that it was necessary to have a scientific understanding of risk and an appre-
ciation of the financial amounts involved.

The introduction of a GIS has played a pivotal role in spreading the risks
and, in some cases, reducing premiums in the wake of the troubles that rein-
surers suffered in the early 1990s. The GIS allows layers of sometimes
complex data to be presented on a map, allowing rapid understanding of
what the data means. GIS permits the integration of scientific data with
insurance data to give decision support for financial decision-making. The
system enables the results from the data analysis to be depicted as maps,
giving a ‘healthcheck’ that the underlying model makes sense. This visuali-
sation of the assessment of clients’ exposure to catastrophic perils, and

Table 7.3 Disqualifying criteria

Masking facilities
Active faults
Geologic stability
Slope
Carbonate lithology
River floodplains
Coastal floodplains
Important wetland
Dam inundation
Public water supply
Surface water intake
Wildlife Area Boundaries
State forests and game lands
Watersheds
Oil and gas areas
Agricultural land
Mines
Protected area boundaries
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associated levels of probability, helps them decide how much reinsurance
protection to buy. Data sets used include digital terrain data, weather infor-
mation and internal data such as flood damage claims.

Benfield Greig Ltd has six GIS specialists in its 31-strong Research and
Development (R&D) team, which also includes statisticians, econometri-
cians, meteorologists and geophysicists. The team provides services to
clients, typically looking to insure blocks of 500,000 houses, around the
world. It started its GIS programme in 1992, using desktop mapping sys-
tems. However these lacked the power and functionality of a full GIS,
which it began using in 1994, although desktop mapping is still used for
visualisation purposes, such as thematic mapping. The company developed
a flood modelling GIS application to determine the financial impact of envi-
ronmental catastrophies on insurance companies. The real strength of a GIS
is that it can read many different computer formats, manage huge data sets
and carry out spatial analysis. This linking of locations on maps with data
held on various databases has permitted the development of four modelling
applications; flood, wind, terrorism and earthquakes. Most of these 
models are grid-based, usually wind and flood models are produced in
100 � 100 metre cells (giving 60 million cells for the UK coastline). This
allows the production of different models for different types of land surface,
as trees, hills and rough ground will all affect flood and wind flow in 
different ways. Simulations of extremes can be run in order to see what
happens in an area, the data used often being based on historical patterns.

Overseas case study

The US Aon Corporation is an international company that specialises
in insurance brokerage and risk management products and services.
The organisation has offices in more than 120 countries and Aon UK
has developed an Insurance Portfolio Management System, which
enables insurers and reinsurers to establish the risks associated with 
a particular peril. The GIS-based system enables the exposure to risk
(coastal and river flooding, freezes, crime, wind storm damage, subsi-
dence, for example) to be assessed. Clients can assess exposure to risk
for their own portfolio and claims by examining maps, and tables and
graphs are used to give a statistical view of the data. It is claimed that
the system ensures that insurance rates more accurately reflect the
risks involved and improved response times to process requests for
insurance and claims.

In the past insurers and reinsurers relied on claims’ history to cal-
culate their exposure. In terms of the geographical nature of their



234 GIS applications in land and property management

Finance

Henderson Global Investors is an international investment management
company. Its main business areas are active and fixed interest asset man-
agement, property services, private capital, listed investment trusts, retail
unit trusts and offshore funds. It also provides portfolio management and

portfolio they had little understanding of what perils they were
exposed to. The use of GIS enables a whole range of data sets to be
incorporated into a variety of models that allow the actuaries to
analyse and model the exposure to risk more accurately. Data sets
used include addresses and postcodes, height data, soil and geology,
weather, socio-economic statistics, crime statistics and internal data
such as previous claims and portfolio details.

The Insurance Portfolio Management System consists of five modules:

1 Coastal and river flood modelling – calculates property damage
scales based on type, age, location and socio-economic group of
occupants. Two databases of over 1.7 million commercial proper-
ties, combined with the Department for the Environment, Farming
and Rural Affairs/Institute of Hydrology river flooding model,
show which properties are at risk from 1-in-100 year floods.

2 Freeze modelling – assesses freeze damage probability in different
regions. Known losses in the past fifteen years are used to associ-
ate predicted claim frequency with actual loss. This allows the
prediction of an overall market- or company-specific loss for 
a given set of temperatures.

3 Crime modelling – correlates subsets of census information with
police statistics at the postcode level and is used to model domes-
tic theft. Integrating this model with claims experience helps pro-
duce a scientific model to assess crime risk and to price insurance
accordingly.

4 Wind modelling – integrates hourly weather data to generate
wind speed contours and a 3D surface of wind activity. Sixty-five
individual events have been identified from wind activity over the
last twenty-five years, which can be used in the model to simulate
storms of varying intensities and these help derive loss estimates
based on damage factors.

5 Subsidence modelling – utilises a geo-hazard determined from 
a formula that takes into account soil type percentages, property
type and age. This geo-hazard together with other types of subsi-
dence risk (mining, natural cavities, erosion of silts and fine sands,
cambering) allows the risk to be estimated. The model also includes
an analysis of soil moisture deficit for different time periods.
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private client services to individuals and charities in the UK. Henderson
enjoys a strong reputation for its global property expertise. GIS has been
used for property investment research at Henderson for the last five years
and it is regarded as a source of competitive advantage. There are four areas
in which GIS is used to assist property investment decision-making.

(a) Mapping and presentation: Much of Henderson’s property invest-
ment data is geo-coded. GIS is used to map the locations of property
investments within individual funds in order to illustrate the 
geographical spread of assets at local, regional and national levels. GIS
is a useful visualisation tool in this regard. Henderson uses small-scale
raster mapping as a base map for locating individual investment 
properties.

(b) Regional analysis of property investment performance: The perform-
ance measures of property investments (total return, income and capi-
tal returns, rental growth) are monitored geographically to identify
geographical patterns or time-series trends. This is done at a regional
level and is particularly useful for office and industrial investment prop-
erty because geographical patterns are more discernible at this scale
than they are for retail property, where more asset-level or micro-scale
analysis is appropriate.

(c) Demographic analysis (retail catchments and drive-times):
Demographic analysis consists of drive-time calculations in order to
evaluate customer and labour potential of urban areas and regions.
Road mapping is used together with drive-time software. Henderson is
seeking to enhance this sort of analysis by including data derived from
retail store loyalty cards. This will provide customer-centred informa-
tion (which is better than retail store surveys but not as good as the CB
Hillier Parker electoral roll survey described in the ‘Retail property con-
sultants’ section because loyalty cards do not capture new markets and
are biased towards loyalty card users).

(d) Asset-level performance measurement: Property investment research
needs to shift its focus from the portfolio to the asset level because fund
management decisions inevitably distil to property specifics. Henderson
is finding limitations in the use of GIS at the property level. The key
drawback with geographical analysis at this scale is the lack of data
points on which to base reliable statistical analysis. For example, look-
ing at the effect that an out-of-town retail development may be having
on city centre retail activity is difficult without sufficient data. The lack
of data points makes the results from any surface interpolation ques-
tionable. Ideally it should be possible to analyse property investment
activity at the asset level, particularly with regard to retail property.
The real power of GIS for property analysis lies with its ability to reveal
trends and patterns at the property level but there is still some way to
go before this type of analysis is reliable. 
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Henderson has produced rent maps at a regional scale for office and 
industrial property (at this scale retail rent maps are of little use). The use
of GIS to map accessibility against rent is interesting but more revealing
would be to map accessibility against turnover as this is a more refined
measure of profitability. This type of analysis is discussed in Chapter 8. 
It would also be interesting to look at the way in which planning decisions
affect retail performance at a micro level. At the moment local authorities
primarily use GIS for data integration and management but clearly use 
of GIS for forward planning will be very powerful (e.g. location of housing
land having regard to say flood plains and previously developed land).
Local authorities need to look at the implications of their planning 
decisions and planning policy. As can be appreciated from Chapter 5, the
stage that local authorities are at with regard to GIS implementation is
fairly typical across the property profession – the full potential of GIS has
not yet been realised.

Overseas case study – US real estate advisors (Harder, 1997)

SSR Realty Advisors, Inc., a subsidiary of The Metropolitan Life
Insurance Company, is a commercial real estate investment firm that
manages assets worth $2.6 billion. The firm’s performance is meas-
ured largely by reference to the returns on the investments that it 
manages. At any one time SSR may be reviewing up to 300 properties.
Investment acquisition, management and disposal decisions rely on an
extensive research database. On this database, research data is organ-
ised geographically. The user interface displays a map of the US with
the 100 largest Metropolitan Statistical Areas (MSAs). From this
interface map queries and access to specific tools is possible. The asset
management tool shows a map overlaid by points that represent 
properties managed by SSR, coloured according to property type.
Polygons representing the MSAs and points identifying the location of
specific property assets are shown. After selecting a particular MSA
the map zooms to its geographical extent and displays further 
information (earthquake faults, toxic waste sites, freeways, emergency
services). Once the asset manager has selected his or her name from 
a drop-down list, the display is filtered to show only those properties
under his or her management. Properties can be shaded according to
their performance against a national benchmark. Further buttons on
the interface allow analysis of lease terms, cash flow and property 
performance. Each dot (representing individual properties) can be
selected to reveal all property information, photographs and floor
plans. Regional economic data and office property vacancies can be
accessed by clicking on the library button.
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Summary

The use of GIS for retail market analysis has been one of the major 
application areas of GIS in recent years, particularly in the private sector.
The nature of these applications differs from the local government-based
property management systems described in Chapter 5. The retail applica-
tions tend to be more project-specific both in terms of geography and prop-
erty decision. They also tend to involve a greater degree of analysis rather
than data management. Much of this analysis relates to demographics, 
customer data, store location, competitor locations and the route network.
Geographical analysis and modelling can be quite sophisticated.

The use of GIS for financial services is still in its infancy but potentially
this is a very significant application area. In this chapter we have concen-
trated on areas where this market overlaps with property, namely property
investment decisions and property insurance risk analysis.

Retail and financial services applications are well served with geo-
demographic data, software and service providers but these data and service
providers are currently quite fragmented. Over the next few years many of
them will undoubtedly move away from providing standard data products
towards a data integration service, pulling data together from various 
suppliers. This sort of service will rely heavily on the widespread adoption of
the NLPG, described in Chapter 4. Also, more and more users are starting to
geo-code their own data. They are encountering problems in the process and
therefore initiatives such as NLIS and NLPG will help here. Some of the prob-
lems relating to the price and availability of data are discussed in Part III.

It should be clear by now that the chapters within this part of the book
have progressively introduced application areas with an increased level of
sophistication of analysis. Comprehensive land and property information
management systems have given way to more project-specific applications
that often integrate disparate data sets to help inform strategic decision-
making. Perhaps unsurprisingly, there are more data management applica-
tions of GIS than there are data analysis applications.

References

Buchanan, H., Fairbairn, D., Taylor, G., Stevenson, P. and Wall, J., 1999, The use
of geographical information systems in site selection, RICS Research, RICS,
London.

Cargin, J. and Dwyer, J., 1995, Pennsylvania’s Low-Level Radioactive Waste
Disposal Facility Siting Project: Process Summary, ESRI User Conference,
www.esri.com/library/userconf/proc95

Clark, M., 1991, Developing spatial decision support systems for retail planning
and analysis, AGI Conference Proceedings, Birmingham.

Cowen, D., Jensen, J., Shirley, W., Zhou, Y. and Remington, K., 1999, Commercial
real estate GIS site evaluation models: interfaces to ArcView, ESRI User
Conference Proceedings, www.esri.com



238 GIS applications in land and property management

Grimshaw, D., 2000, Bringing Geographical Information Systems into Business
(2nd edition), John Wiley & Sons, New York.

Harder, C., 1997, ArcView GIS means business, Environmental Systems Research
Institute, Redlands California.

Hornby, R., 1991, Successful application of GIS at Nationwide Anglia, AGI
Conference, 1.2.1–1.2.6.

Goodwin, T., 1997, Fighting the supermarket sweep, Mapping Awareness, June,
16–18.

Kirkwood, J., 1998, GIS insight on site, Estates Gazette, 9847, November 21,
130–131.

Longley, P. and Clarke, G. (eds), 1996, GIS for Business and Service Planning,
Wiley, Chichester, UK.

Walker, J., 2000, Developing a network optimisation model for a major retail
brand, AGI Conference, London.

Wicks, M., 1995, Increasing management effectiveness – beyond the spreadsheet,
GIS for Business, Geoinformation International, Cambridge, UK, 52–54.

Wilkinson, C., 1991, Store performance – evaluation the ingredients of a successful
site, AGI Conference, 1.1.1–1.1.5.

Smith, C. and Webb, J., 1997, Using GIS to improve estimates of future retail space
demand, The Appraisal Journal, October, 337–341.

Wyatt, P., 1999, Geographical analysis in property valuation, Research Report,
Royal Institution of Chartered Surveyors, London.



Introduction

This final chapter in Part II describes how GIS is being used to examine
characteristics of property market activity as an aid to decision-making. It
may seem odd that an industry, which produces, manages, occupies and
trades in a good that is inherently geographical has taken so long to take
advantage of GIS technology. After all, every property is unique, if only in
terms of its geographical location, so geography plays a central part in most
property decisions. The spatial dimension of property is a distinguishing
characteristic that has contributed to the creation of a separate field of
study. However before the development of GIS software, it was difficult to
accurately measure the explicit impact of location in property models. As
Rodriguez et al. (1995) state, GIS technology provides users with the ability
to enhance property analysis.

The incorporation of geography in property decision-making varies
depending on the process. Developers know only too well the importance
of choosing the right location for a new shopping centre or a distribution
park. We have already seen how planners and certain business sectors use
GIS to assist their location decision-making in Chapters 6 and 7. The wider
profession is now beginning to realise the benefits of and rewards from
examining the geography of property decisions more carefully. This chap-
ter begins by describing the pioneering work of property data suppliers such
as PMA, Property Intelligence and IPD in incorporating mapping into their
products and services. The chapter then turns to more advanced uses of GIS
in property market analysis and research.

Visualisation of property data

Simple bespoke maps help illustrate the geography of the built environment
in a way that text description, numerical or statistical analysis fails to impart.
Showing the location of competitor businesses, sizes of catchment areas,
proximity to other urban land uses, for example, helps inform property 
decision-making.

8 Property market analysis



Property market analysis

PMA is a property data consultancy whose main product PROMIS
(Property Market Information Service) is a compilation of data on property
market conditions, take-up and availability, current and potential supply,
market prospects and transaction details. It provides Internet access to
reports on the office, industrial, town centre retail and out-of-town retail
markets in over 100 towns and cities. The service also includes information
on the local economy, town, employment and unemployment, demograph-
ics and catchment analysis. Allied to PROMIS is PMAs development data-
base, which includes data from all stages of the development process
(application, permission, construction and completions). For office and
industrial uses historic construction/development pipeline data are also
recorded to enable PMA to create a full completion and stock series back
to 1975. These data were geo-coded by local authority district, but since
1995 this has been undertaken on a property-by-property basis. Take-up
and availability data are collected from surveyors and tend to relate to
urban centres as defined by surveyors rather than standard local authority
districts. Transaction data are collected from various published sources and
stored on a building-by-building basis.

Within PROMIS key development schemes and transaction details are
illustrated on topographic maps. Town centre properties are illustrated on
custom raster maps, retail maps are based on simplified Goad Maps whilst
out-of-town schemes are presented using vector maps. PROMIS classifies
property as industrial, retail, out-of-town retail or office and maps are
included for each property type showing the location and transport infra-
structure for the urban area under investigation. For example, Figure 8.1 is
a national scale map illustrating 2.25- and 4.5-hour drive-times for indus-
trial property around Luton. Key industrial locations are highlighted on a
map (Figure 8.2) of the hinterland of the selected urban area, together with
the main transport routes. Associated attribute data record the address, vin-
tage and key occupiers for each location. A similar scale map shows the
locations of key industrial developments, and attribute data provide further
details such as address, developer, completion date, size and planning use
class. Another map shows the locations of key industrial deals and attri-
bute data record the address, size, occupier, date of transaction, rent and
other lease details.

Retail PROMIS includes maps showing the primary catchment area (sim-
ilar to that shown in Figure 8.3) and larger scale town centre maps, such as
Figure 8.4, identify retail provision (including key stores, shopping centres
and developments underway) and market conditions (including key deals
and zone A rents). Another map, shown in Figure 8.5, indicates the loca-
tion of competing retail centres. Out-of-town Retail PROMIS includes
regional maps that show the locations of retail warehousing (attribute data
record the address, retail occupiers, their respective trading activity and
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Figure 8.1 Luton drive-time map.
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floor area), superstores (attribute data record the address and retailer name)
and out-of-town retail developments in progress (attribute data record the
scheme name, developer, size, development stage and other comments).

Office PROMIS includes maps that illustrate the location of business and
science parks in and around the chosen urban area as well as the town cen-
tre and out-of-town development pipeline. Attribute data record the name,
address and size, completion date (where applicable) of the schemes. Further
maps show the location of key town centre and out-of-town deals and avail-
ability. Attribute data record the address, occupier, size, date of transaction,
rent and other lease details.

EuroPROMIS follows a similar format to the UK service, covering 50
retail markets and 40 office markets in 16 countries. Like PROMIS,
EuroPROMIS identifies and maps key property information. Town centre
records are illustrated on custom raster maps of the key streets, whilst out-
of-town schemes are visualised using vector maps. Data include catchment
population, supply, household growth and market conditions. GIS has been
fundamental in the creation of consistent data sets across all of the centres.
In most cases catchments are based on administrative areas at the European
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Figure 8.3 Primary catchment area around Neston.
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Figure 8.4 Ipswich town centre – retail provision.

Figure 8.5 Ipswich and competing centres.

Ipswich



NUTS (Nomenclature des Unites Terratoriales Statistique) 5� level, equiva-
lent to wards in the UK. Economic, demographic and household informa-
tion has then been collected from official national sources for the defined
catchments whilst property demand and supply variables for the same area
have been obtained by collating property specific information. Geo-references
for each property have been captured to identify whether it falls within a
defined catchment. Simple street and regional maps of the urban centres
throughout Europe, such as that illustrated in Figure 8.6 for Lille in France,
are used to show the location of key city centre retail stores, development
projects, out-of-town and suburban shopping centres and retail parks.
Associated attribute data provide further details such as the occupier
name(s), year opened, size and other details regarding the physical nature
and ownership of the properties.

Information, collected through PROMIS at the local level and, wherever
possible, on a building-by-building basis, also supports PMA’s other key
services. Those which use GIS include:

� Retail consultancy: On bespoke projects shopping surveys are carried
out to identify the primary catchment. Based on this area, demographic
and population profiles are produced from Enumeration District level
data; potential demand and competing supply profiles are produced
from individual building information.

� Office consultancy: In addition to incorporating mapping within bespoke
projects, by holding demand and supply databases on a building by build-
ing basis, GIS is used to compare town centre markets against evolving
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Figure 8.6 Street-based property map for Lille, France.



out-of-town office markets and to analyse office markets across regions
and sub-regions (M25 west vs Central London, for example).

� Central London Office Forecasting Service: As well as providing fore-
casts of rents, yields and values. The service also provides submarket
analysis. The basis of the service is EGi’s London Office Database,
which has been enhanced by providing geo-codes for every building.
This enables user-defined sub-markets to be created and analysed in
comparison with the rest of the market. Figure 8.7 provides an example
of rent analysis in the city of London.

Focus

Focus is an information service that is widely used in the property industry for:

� Collecting market transaction data for comparable evidence for valuations.
� Finding company details and property ownership details.
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Figure 8.7 Distribution of deals by rental levels.



� Examining demographic and socio-economic data for urban areas.
� Viewing location and relocation intentions of retailers and office 

occupiers.
� Assessing office space availability in London.
� Accessing rateable values, auction details and results.
� Monitoring the development pipeline.

FOCUS services are Internet-based and are available as separate data-
bases including news, property databank, town profiles, rating lists, retailer
requirements, relocation leads, office availability, local authority plans,
property auction guide and a London office occupier database. For Central
London these services have been integrated so that the various data can be
viewed simultaneously for a particular property. The Central London data-
base uses a BS7666 compliant gazetteer and information held by clients can
be integrated with the FOCUS data. Data can be viewed by floor, building
or street and photographs and maps are an integral part of the system. 
The digital mapping is taken from the OS 1:10,000 scale map base but
larger scale mapping can be incorporated. The mapping module allows the
user to print, zoom and pan around the map and there is also a facility to
select buildings via the map and view attribute data.

Thematic mapping of property data

Perhaps the most straightforward way that GIS can assist property market
analysis is by helping to visualise patterns over space in key variables such
as values, rents, yields, vacant property or land use. Thematic mapping pro-
vides a window on property market data that conventional statistical analy-
sis cannot provide. The examples in the following sections describe how
GIS has helped reveal trends in property market data that have assisted 
residential and commercial property investment decision-making.

Her Majesty’s Land Registry

The Land Registry publishes residential price information aggregated to
postcode sector level. Consideration is being given to extending this to unit
postcode level. The Residential Property Price Report, published each quarter
by the Land Registry since 1995, lists average prices and sales volumes in
the residential property market for England and Wales. The data are classi-
fied by property type and by local authority district. A breakdown of the
average sale prices of old and new properties by property type (detached,
semi-detached, terraced and flat-maisonette) is also incorporated. The data
are based on standard statistical regions (administrative and postal) and can
be easily related to maps or incorporated into a GIS. Figures 8.8–8.12 show
the average house prices for regions in England and Wales for the third

246 GIS applications in land and property management



Figure 8.8 Average house prices in the third quarter of 1996.

Figure 8.9 Average house prices in the third quarter of 1997.



Figure 8.10 Average house prices in the third quarter of 1998.

Figure 8.11 Average house prices in the third quarter of 1999.



quarter of each year from 1996 to 2000. Over this period the UK experi-
enced significant growth in average house prices, but the way in which this
growth not only differed geographically but also ‘filtered’ out from London
and the south-east over time is clear from this sequence of maps. At a more
refined geographical scale, that of local authority district, Figure 8.13 shows
average house prices in the third quarter of 2000 for some of the London
Boroughs. The band of high price boroughs stretching from Camden to
Elmbridge is plain to see.

Investment property databank (IPD)

Investors succeed in locations that improve, not those locations, which are
currently the best: the best location already commands a premium price.
GIS can help investors identify favourable locations by displaying past
trends and forecasting future patterns. GIS is ideal for examining the geo-
graphical patterns and trends in property performance. Property data can
easily be classified according to standard or user-defined geographical
boundaries. Such geographical segmentation is difficult to accomplish 
without a GIS (Rodriguez et al., 1995).
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Figure 8.12 Average house prices in the third quarter of 2000.



Prior to the introduction of GIS at IPD none of the company’s publica-
tions contained even basic illustrative maps, let alone maps showing actual
trends across different geographical areas. As the ‘Visualisation of property
data’ section describes, other data suppliers such as PMA were using maps
in publications or in promotional documents. Therefore IPD (with the
wealth of property data at its disposal) also decided to do so. All IPD data
can be mapped including total return, capital growth, income return, rental
growth, yield impact and portfolio structure. Maps used include 1:10,000
street maps for major urban areas, 1:10,000 map of London postal districts
and local authority districts across England and a Wales, 1:50,000 road net-
work, district and county boundaries and a 1:500,000 UK map.

Use of GIS at IPD can be divided into two areas: mapping of property
data using standard geographical areas and mapping of property data 
using user-defined geographical areas. These are now considered in the 
following sections.

Mapping of property data using standard geographical areas

The GIS acts as a geographical front-end management tool used to query
the properties in the databank. Fund managers and property researchers
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Figure 8.13 Average house prices in London in the third quarter of 2000.



may use the graduated symbol function within the GIS to portray their
properties according to capital value, rents received, total returns, rental
growth, etc. A fund’s property performance statistics may be mapped at
regional, county, local authority district, postcode (illustrated in Figure 8.14)
and street level (illustrated in Figure 8.15). Funds can interrogate attribute
data, label and shade data points on a map according to any of the attrib-
ute data in the database. Properties may be queried on-screen, providing
full locational, descriptive and property performance details including street
number, street name, town, postcode, co-ordinates, property type, capital
value, total return, rental value growth and other variables. It is possible to
compare investment properties with sub-market averages, link to sale and
purchase details, digital maps and access those data on-screen.

GIS visualisation and display techniques add a further dimension to 
property research. The ease with which the data held in tabular form can
be linked to a map means that locational patterns can be analysed geo-
graphically. For example, Figure 8.16 shows the density of retail property
investments in the databank at local authority level. The density is simply
calculated by dividing the total capital value for each local authority 
district by the area in square kilometres in each district. Because many of
the local authority districts have insufficient samples for a total return to be
reported, the maps are also useful for illustrating the location of property
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Figure 8.14 Property investments in Central London classified by capital value.

Source: IPD, used with permission.



Figure 8.15 Property investments in Central London classified by total return.

Source: IPD, used with permission.

Figure 8.16 Density of retail property investments in the IPD databank at local
authority level.

Source: IPD, used with permission.



investment activity by property type. Fund managers can examine the loca-
tion and spread of investment properties at the local level using these den-
sity maps. It is also possible to examine trends in investment performance
over time, classified by standard geographical areas. This is illustrated in
the sequence of figures from Figure 8.17 to 8.19, which show how the IPD
Index of Total Return on property investments in south-east England
changed geographically between 1996 and 1998.

Mapping of property data using user-defined geographical areas

At IPD, custom areas are created by merging standard geographical areas
(such as local authority districts), by tracing boundaries around city centre
core and secondary areas using street maps (see Figure 8.20) or by creating
buffers around motorway sections, for example. At a larger geographical
scale bespoke geographical areas can be created by a fund manager to
measure the performance of, say, retail property investments along Oxford
Street. Caution is needed during this process because geographical bound-
aries can be manipulated to present required statistics. This, and similar
analysis issues, will be discussed in Part III.

Because all of the properties in the IPD are geo-coded this means that
maps can be produced showing the location of retail, office, industrial and
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Figure 8.17 Total return on property investments in south-east England in 1996.

Source: IPD, used with permission.



Figure 8.18 Total return on property investments in south-east England in 1997.

Source: IPD, used with permission.

Figure 8.19 Total return on property investments in south-east England in 1998.

Source: IPD, used with permission.



other property investment classes prior to the delineation of custom 
geographical areas. This prevents areas being defined that contain too few
data points for statistically significant analysis. Prior to the use of GIS in this
way such a task was very time-consuming but the ability to disaggregate
markets to user-defined geographical areas is central to the benefits of
developing a GIS at IPD. These benefits are illustrated in the two examples
that follow.

MOTORWAY CORRIDORS

The first involves the delineation of motorway corridor markets for office
property. The concept of motorway corridors is popular with investors and
commercial property agents but it is difficult to examine the location and
extent of these markets without the use of a GIS. By using GIS to create
motorway corridor areas, or buffer areas around the motorways, it is pos-
sible to analyse the performance of various motorway and sub-regional
locations and conclude, for example, that M25 offices (as defined by a 1.5-
mile border/buffer around the motorway) have outperformed M4 offices.

A number of motorway corridors have been created, illustrated in 
Figure 8.21, and offices falling within these areas have been analysed to
compare market share and investment performance. Of key importance is
whether or not these areas have separate investment performance character-
istics. For example do some motorway corridors perform better than others
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Figure 8.20 Core areas in Leeds city centre.
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or does proximity to a motorway affect performance? These questions can
be answered using performance measures from each of the delineated 
corridors but it would also be possible to use performance measures to
delineate the areas in the first place. Within one-and-a-half miles of the
M25 there are 104 offices recorded in the IPD database with a capital value
of some £630 million. On average every square mile of the corridor space
contains £1.8 million worth of office stock. The comparatively lower den-
sity of office stock than that of the M3, M4 and M40 corridors owes much
to the fact that many of the M25 offices are located in the west. In terms of
the major radial routes leading out of the capital and in terms of both num-
ber and capital value, IPD offices are most concentrated along the M4 corri-
dor, averaging £7.3 million for every square mile. The M40 corridor leading
towards Oxford has, on average, almost £5 million of stock per square mile.
Further research could test proximity to motorway junction as an influence
on property performance.

This type of analysis has been commissioned by Lambert Smith
Hampton, a firm of property consultants, for their annual Office Market
Review of the M4 Corridor. The report describes letting and investment
market activity in the major office markets along the M4 motorway
between London and Bristol.
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Figure 8.21 Motorway buffers around London.

Source: IPD, used with permission.



BRISTOL OFFICES

The second example illustrates the use of GIS to examine the location and
investment performance of office property in Bristol. GIS is used to define
and create prime, secondary and tertiary areas of office space and the long-
and short-term structure and performance of office portfolios in those dif-
ferent city centre locations is compared.

GIS analysis has shown that the edge-of-city office space on the north
fringe of Bristol accounts for a quarter of the total office stock in the whole
south-west region of the UK. In particular, urban development on the north
fringe is a clear rival to central Bristol, accounting for almost as much stock
by capital value as the combined ‘waterfront’ and ‘core’ areas of central
Bristol. Despite containing half the number of properties than that of cen-
tral Bristol, the northern fringe is approximately 60 per cent the size of cen-
tral Bristol office market measured by end year 1998 capital value. Taken
together, northern fringe and central Bristol offices now account for almost
two-thirds of the entire regional office market.

These two examples have demonstrated the application of GIS in analysing
the location and the spatial variation in office markets in the UK. The
motorway corridor analysis has shown that proximity to motorways has
helped property performance over the long term but that short-term effects
can put individual locations or corridors at a disadvantage when compared
to the wider market. The provincial office analysis demonstrated the role of
GIS in analysing sub-markets in Bristol. Research commissioned by prop-
erty consultants Jones Lang Lasalle has developed this idea with a further
six provincial office centres selected for comparative analysis. The role of
GIS in disaggregating the property market is clear. It represents a tool with
which to define corridor markets more accurately and flexibly, by altering
buffer distances along motorways for example. Most property data are
aggregated into regions, which are large, not classified by economic func-
tion and which contain a mix of disparate sub-areas. The introduction of
GIS at IPD allows for greater clarity and transparency in defining and
analysing property sub-markets. Conventionally defined standard regions
may no longer be important in defining and analysing property markets.

As is the case with many GIS applications in property, retail clients have
driven the use of GIS for more sophisticated property market analysis. This
includes the measurement of performance at transport nodes and the evalua-
tion of the impact of infrastructure and other development projects on invest-
ment performance. Funds can view property investment performance at a local
level for user-defined geographical areas. Attribute data can then be analysed
at the property level and results can be presented in the form of tables, charts
and thematic maps to show, for example, movements in performance. The IPD
GIS offers the ability to measure investment performance against market
trends geographically using either standard of user-defined geographical areas.
This aids the geographical management of investment portfolio data.
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Occupier Property Databank (OPD), a sub-division of IPD is in the process
of establishing a geo-coded radio mast sites database, which currently 
contains over 20,000 sites. The database allows for geographical rental
comparisons. For example, the highest rents for rooftop sites are paid in
London while Wales and the south-west are regions of the country 
where the telecom operators are paying the lowest rents. Within the regions
there is a wide variation of average rents paid. Spatial rental patterns 
are clearly evident – decreasing rents with increasing distance from Central
London can be visualised. GIS analysis can focus on particular areas of 
the country. For example, examining the pattern of average rents in 
Greater London it is apparent that large parts of Central London have some
of the highest average rents, with the city of London, city of Westminster
and the Royal Borough of Kensington and Chelsea all averaging over
£8,000. A north/south pattern is also apparent in that those districts imme-
diately south of the River Thames have lower average rents than those 
just to the north of the Thames. This would be an expected pattern as 
the focus of activity in terms of shopping and business is very much north
of the river.

Property market analysis

Beyond thematic mapping lies more sophisticated analysis of property 
market data using the more advanced functionality of GIS. This section
describes the type of geographical analysis that is possible using GIS and
that is now being undertaken in support of property decision-making.
Intelligent Space Partnership (ISP) is a planning consultancy that specialises
in pedestrian modelling. They have developed sophisticated spatial model-
ling tools within a GIS framework that can forecast likely pedestrian flows
within new developments. This is of particular relevance to the property
market as pedestrians are critical to the economic success and functional
performance of retail development schemes.

Visualising pedestrian flows

Surveys of pedestrian flows provide key evidence that helps planners and
developers understand how well an existing site is being used and what its
development potential might be. ISP use two main methods by which to 
collect pedestrian data:

(a) pedestrian flow surveys
(b) pedestrian route choice surveys.

Below are examples of how each of these methods of data collection and
visualisation using GIS provides the evidence to aid the decision-making
process.
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Pedestrian flow surveys

Survey evidence is collected to represent the pattern of flows around a prop-
erty development site and to help calibrate a model of flows within a devel-
opment. Usually data have to be collected in the field as existing data are
often not suitable, but the focus of analysis on discrete geographical areas
makes data collection self-contained. Survey evidence of pedestrian flows
was used in a Pedestrian Safety study of St Giles Circus in Central London
undertaken by ISP. Camden Council is involved in a major urban redevel-
opment scheme to create a public plaza at the foot of the Centre Point
Tower at St Giles Circus. This site currently has the worst accident record
of all road intersections in Camden. The council wished to assess the impact
of the scheme on pedestrian flows and accident risk in the area. By under-
standing why pedestrian flows were at such risk in the existing scheme, the
council wished to ensure that future plans would remedy the current prob-
lems. Pedestrian flow was measured and mapped using GIS to show the
spatial pattern of movement (Figure 8.22). The levels of movement vary
considerably within this local area, which can be easily seen when repre-
sented in this manner. The width of available pedestrian space is key to 
the ability of a street to support pedestrian movement. It is therefore impor-
tant to identify what the constraints on pedestrian flow are for different
pavement capacities. The relationship between pavement width and pedes-
trian flow acts as a measure of how crowded pavements are in terms of
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Figure 8.22 Average movement on each pavement.

Source: ISP, used with permission.



pedestrian flow per metre of available pavement. The highest level of
crowding is on the tiny pavement underneath the Centre Point tower.

Pedestrian route choice surveys

To provide a more detailed explanation of how pedestrians move around an
area, their route choices can be analysed. This can help identify street sec-
tions where high numbers of pedestrians cross the road. If these locations
are not supported by signalled crossings, a heightened risk of accidents is
present. Because the location of crossings in relation to pedestrian flows is
of vital importance to road safety, some roads can be more dangerous to
cross even though there is less traffic. For the St Giles Circus study, CCTV
data were used to plot the road crossing locations. A GIS was used to map
the intensity of use of formal road crossings and the level of informal (‘red
man’ or away from formal facilities) crossings. When these data are over-
laid with the location of accidents, a strong relationship between the pat-
tern of road crossings and the pattern of accidents as a whole can be seen.
The majority of accidents occurred outside designated crossing facilities but
concentrated on paths of informal crossings or where visibility is impaired.

This kind of survey method was also used to evaluate Transport for
London’s traffic reform proposals for the Shoreditch Triangle Area of
London. ISP conducted a survey of the routes pedestrians take when crossing
each of the main roads within the area. Key findings of the analysis were that
pedestrian crossing patterns are determined by ‘desire lines’ of visibility and
informal crossings occur where crossing facilities are not co-located with
desire lines. Using this analysis, recommendations were made to improve
road safety, by locating the new crossings on desire lines and thereby reduc-
ing the level of informal crossing. Transport for London adopted six of the
seven recommendations in their revised plan for the scheme.

Pedestrian route choice analysis can also be used to assist public space
design. As part of its expansion, Cambridge University commissioned a
master-plan for the development of five new buildings on its Sidgwick site.
One of the aims of the plan was to improve the public realm on the site by
creating legible and well-used pedestrian movement routes, enjoyable public
spaces and by supporting ease of cycle access. Intelligent Space undertook
an observation survey of pedestrian and cycle movements from each of the
main entrances, A, B, C, D and F in Figure 8.23. Each of the individual
movement traces was input into a GIS, shown in Figure 8.24. The results
identified one area where an informal route exists on the site that is not sup-
ported by paved movement space. This issue is important for development
of the site, as a mismatch between natural movement and landscaping is a
common problem for public space design. A more significant finding on nat-
ural movement patterns is that the legendary culture of strict adherence 
to formal paved routes in Cambridge is reflected in the observation data.
People do not walk on the grass, even in dry conditions. This is of particular 
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Figure 8.23 Pedestrian and bicycle observation points.

Source: ISP, used with permission.

Figure 8.24 Pedestrian routes through the Sidgwick Campus.

Source: ISP, used with permission.



interest to the Sidgwick site because of the location of a grass area in the
middle of the key ‘desire line’ between the north and south of the site as
emphasised visibility analysis. In previous studies, pedestrians have been
observed taking extreme risks in order to cross roads on a desire line rather
than at a formal crossing nearby, but the grass area does effectively stop peo-
ple walking through the main route at present. Although pedestrians seem
to have learned the established rules about where it is allowable to walk, the
culture of cycle parking is anarchic in comparison. Cyclists ignore many
empty cycle racks in some parts of site and prefer to chain bikes on railings
or lean them against walls in certain key concentrations on site, Figure 8.25.
There are two strategies that can be used to bring more order to the cycle
parking. Either the cyclists have to be taught to accept parking in undesir-
able locations, or the bike racks need to be relocated to better reflect the
demands of users. The first strategy is to treat the issue as a management
problem and the second strategy is to treat the issue as a design problem. As
a design problem, there are a number of key characteristics of the areas
where parking is concentrated that can be used to guide future provision.
The observation study suggests that people want to park their cycles

� close to movement routes
� in highly visible locations
� near building entrances.
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Figure 8.25 Cycle routes through the Sidgwick site.

Source: ISP, used with permission.



The main issue regarding the provision of cycle parking on the master-
plan is, therefore, not increasing the overall levels of cycle parking provi-
sion on the site (although this may be desirable) but ensuring that there is
sufficient parking provision adjacent to the main movement routes and in
locations that are highly visible from these routes. Without this it is likely
that there will continue to be a large amount of informal parking remain-
ing on the site even after completion of the master-plan design.

‘Desire lines’ and visibility analysis

Spatial analysis techniques are used to measure the factors that influence
pedestrian movement, such as visibility, accessibility, pedestrian capacity
and the location of key attractors. Techniques employed include Visibility
Graph Analysis (VGA) (which captures the ‘desire lines’ of visibility within
the street grid) and shortest path analysis. With VGA, at each point on a
grid of observations throughout the pedestrian movement space, a visual
field is calculated by checking which other points can be seen. This gives an
area that is visible to a pedestrian standing at this point. In the example
shown in Figure 8.26, all points in dotted light grey can be seen from the
highlighted point. The same calculation is performed for each point on the
grid over the whole study area. The pattern of visibility can be represented
within GIS using an equal range spectral colour scale, from dotted light grey
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Figure 8.26 An example of observation points for VGA.

Source: ISP, used with permission.



(highest visibility) to dotted dark grey (lowest), as in Figure 8.27. Spatial
analysis techniques can also be used to calculate ‘shortest path’ or accessi-
bility measures for pedestrian movement systems. Shortest path analysis
calculates how much of the pedestrian area is accessible from each grid
point using a simple journey of four changes in direction. The smaller the
area of the retail centre reached from any point, the less accessible the loca-
tion is. One example of this kind of analysis is shown in Figure 8.28.

Natural surveillance analysis

Analysing visibility for pedestrians with GIS can also be used to evaluate
way-finding and ‘natural surveillance’ levels in new developments. This
provides developers with an evaluation of how easy it will be for the users
of a building or site to find their way around, and how well surveyed the
public spaces are for safety purposes. The location of building entrances is
an important aspect of the safety of the public realm because they provide
a degree of ‘casual surveillance’ of the site by the users themselves. The spa-
tial characteristics of a site may be analysed for ‘casual surveillance’, visi-
bility and the integration of movement routes using GIS.

Figure 8.29 shows casual surveillance from building entrances in the
Sidgwick site of Cambridge University. Areas in medium grey are those where

264 GIS applications in land and property management

Figure 8.27 An example of the visibility measure inside a building.

Source: ISP, used with permission.



Figure 8.28 An example of accessibility analysis inside a building.

Source: ISP, used with permission.

Figure 8.29 Surveillance from building entrances.

Source: ISP, used with permission.



a passing pedestrian would only have surveillance from either one building
entrance, or none at all. The levels of natural surveillance in open sites with
free-standing buildings (such as this) are low compared to traditional streets,
where many more entrances and windows are typically visible. Spatial analy-
sis techniques such as these can be used to help improve natural surveillance
when the site is developed further.

Pedestrian modelling

For the purposes of pedestrian modelling, all the variables from the analy-
ses outlined above are linked together within a GIS. This allows a statisti-
cal model to be created showing which variables are most influential in
determining pedestrian flows. Once the model has been calibrated, the spa-
tial analysis is re-run for the design scheme and the model is applied to the
new development. In this way, the calibrated model is used to forecast
flows and visibility for planned development. Applications include retail
developments, pedestrianisation schemes, shopping centre development,
re-routing transport network and building design. In the case of retail
schemes, rents, vacancy rates and other key variables can be analysed
together with pedestrian flows and visibility. This will help the developer
optimise the design of the scheme so as to maximise revenue. It is also pos-
sible to model the location of traders within the retail scheme in order to
optimise layout. One particular study evaluated the redevelopment of the
retail centre in large UK town. The purpose of the study was to provide
evidence of the likely effects that planned changes to the centre would have
on pedestrian flows. Pedestrian flow data, including what pedestrians can
see and where they can go, was collected for the retail area. These pedes-
trian movements can then be modelled to predict flows in the proposed
retail centre using Visibility Graph Analysis and shortest path analysis.
Pedestrian models of shopping centres are designed to predict ‘passing
trade’ or circulation within the centre, clearly of vital importance to retail-
ers. A model was created that predicted 90 per cent of the observed pedes-
trian flows around the centre. The significant variables were visibility, area
of retail floor-space for each unit and an attraction factor based on
national averages of customers as a percentage of entrants to the retail unit
(normalised for unit area and number of entrances). The results of the
study showed that some of the design schemes being considered for the rede-
velopment of the centre would alter visibility detrimentally but floor-space
and attraction positively. When the new values of these variables were
input into the model the pattern of modelled pedestrian movement was not
significantly changed. This type of analysis can help developers and
investors optimise the design of retail schemes so as to maximise pedes-
trian flows and thus maximise potential rental revenue, particularly if
turnover rents are charged.
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Property research

In the past, property research has been constrained by inadequate techno-
logy and unavailable data. But in recent years significant advances have
been made in both these areas. To an extent they are closely related – as
technology improves the ability to collect and handle large volumes of
property data becomes more achievable. This is evident as many surveying
firms computerise their property files and commercial data suppliers collect,
integrate and market increasing volumes of property data. Furthermore, in
the public sector, the OS, Land Registry, VO, the ODPM, utilities and local
authorities are custodians of substantial property data sets, which are
increasingly held in digital form. The following sections looks at some of
the ways that property research has harnessed GIS technology.

Property value maps

A value map displays geographical variations in property values. They are
rare in this country but well known abroad where they are often used for
taxation purposes. Research that uses value maps is also rare although
interest in the geographical representation of property values has increased
since GIS have been widely available. Potential uses of value maps include:

� planning and development (land and property use allocation, compul-
sory purchase and compensation);

� taxation, in Switzerland and Denmark the public can check their assess-
ments by viewing value maps and transaction details;

� identification of areas of latent value for investment and development
purposes (e.g. vacant or under-utilised land in high value areas);

� policy evaluation, for example, show changes in value over time, perhaps
due to planning blight, road improvement, green belt and other plan-
ning designations;

� valuation, examine the geographical distribution of values as an aid to
valuation for example.

Value maps were first used in Britain by Anstey (1949) who produced value
contour maps to show how property development would alter the pattern of
land values in the Barbican area of London. Figures 8.30 and 8.31 illustrate
the two maps that were produced before and after major redevelopment of the
Barbican area, and the ‘isovals’ or value contours, which join sites of equal
value, show the transformation in value distribution for this area.

Figures 8.32 and 8.33 are two examples of value maps that were pro-
duced by planning departments of local authorities before the advent of
GIS. These paper-based value maps related to one land use only and a spe-
cific point in time. Data collection and map production were time-consuming
and expensive and they were too general to be of use for valuation purposes
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Figure 8.30 Barbican, overlaid by isovals of 1939 land values (pounds per
squarefeet).

Source: After Anstey, 1965.

Figure 8.31 Barbican, overlaid by isovals of 1969 land values (pounds per
squarefeet).

Source: After Anstey, 1965.
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where individual property details are required. Yet, despite these draw-
backs, Howes (1980) believed that value maps were useful property deci-
sion aids and he investigated different methods of displaying property value
data geographically.

GIS are able to address some of the problems inherent with traditional
value maps by producing them efficiently and as part of a wider suite of
data analysis techniques. Howes acknowledged the limitation of a value
map with regard to its information content but the functionality of GIS
means that a value map need not be a static display but can form part of a
more comprehensive analytical process. Digital maps allow frequent updat-
ing, quicker production time and greater analytical potential. Problems in
the past related to lack of staff resources, the production of expensive paper
maps and the complex calculations involved. A GIS can manage the data
input, calculations and presentation of the results in a graphical format.
The spatial analysis of property data enhances the valuer’s understanding of
locational influences on property value.

Figure 8.32 Relative shop values in Lewes, east Sussex.

Source: Howes, 1980.

Lewes relative shop values



Property valuation

The value of property reflects its capacity to fulfil a function. With regard
to commercial property, functional qualities may include (with examples
given in brackets):

� locational influences (accessibility to the market-place, proximity to
suppliers of raw materials and important nodes such as railway sta-
tions, car parks and open spaces);

� physical attributes (size, shape, age and condition);
� legal factors (lease terms and restrictive covenants);
� planning and economic factors (planning constraints, permitted use

and potential for change of use).

Property valuation is the process of identifying and quantifying these
‘value factors’, illustrated in Figure 8.34. The result should be an informed
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Figure 8.33 Rateable values per street block.

Source: Howes, 1980.



opinion of value based on an assessment of those factors considered rele-
vant to the value of the subject property. The prevalent method of valuation
is the comparison technique. Popular with valuers and favoured by the
courts, the comparison method involves the analysis of properties similar to
the one being valued in order to isolate and quantify individual influences
on value. Many reconciliation procedures have been developed to quantify
physical and legal influences on value: depreciation allowances for obsoles-
cence and age, adjustments for abnormal rent review patterns and the 
payment of premiums. However, such established techniques do not exist
with regard to geographical value factors. Valuers often rely on their local
knowledge to quantify differences in value caused by a property’s proximity
to competitors, potential customers and suppliers over the infrastructure
network. Developments in GIS provide an opportunity to investigate loca-
tional influences on value more objectively. Geographical analysis of com-
parable evidence is implicit when valuers use their local knowledge and
experience to financially adjust the values of properties that are in different
locations. Properties may have physical and legal characteristics in common
and these can be identified and reconciled but spatially no two properties
are the same. Sudden changes in value can occur over a short distance in the
case of retail property, perhaps due to dead frontage, pedestrian flow or a
busy street.

Despite widespread recognition that the location of a property is a 
primary influence on value, research that attempts to explicitly measure
that influence at the intra-urban level is lacking. To date, research has con-
centrated on the description and display of spatial influences on property
value rather than analysis. This is due to two reasons: a lack of data on
which to base research and the absence of a suitable technology capable of
undertaking complex geographical analysis.
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Figure 8.34 A taxonomy of factors that influence property value.
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With regard to data availability, the collection and analysis of evidence of
transactions provides the valuer with the data required to identify and
quantify value factors. Substantial effort is expended collecting evidence.
Given that more value is attached to a product that has taken time and
effort to collect, an attitude of ‘data secrecy’ has developed in England and
Wales (RICS, 1994). Such an attitude is not evident in many other countries
where transaction details are in the public domain. Data secrecy is ineffi-
cient and leads valuers to rely on secondary and incomplete information. It
produces a conflict between the need for confidentiality of client informa-
tion and the need for a comprehensive database for valuation purposes.
Consequently valuers are cautious in the selection of comparable evidence,
choosing only those comparable properties that are near to the subject
property and from the recent past. It is left to the skill of the valuer to quan-
tify physical and spatial differences between properties because an objective
methodology relies upon a greater quantity of data. Often, the most reliable
comparable evidence is to be found close to the subject property in the
recent past, however, such evidence is rare and valuers must resort to 
evidence from further afield in time and space where adjustments for 
differences between comparable properties and the subject become difficult.
With wider data access then not only does the quantity of comparable 
evidence increase, which directly aids valuation, but potential value 
patterns among properties can be explored. 

With regard to technology, a more sophisticated analysis of geographical
influences on value can be undertaken using a GIS. Dixon (1992) points out
that surveyors base values on locational criteria yet the potential of GIS for
such an operation remains largely undiscovered. The use of GIS offers the
ability to identify the locational factors that affect property value in the same
way that physical and legal factors, such as differences in age or lease struc-
ture, are quantified by valuers. By using a GIS, locational factors such as
access to customers, raw materials and suppliers, links with other businesses
and the workforce catchment area can be measured and analysed. This is
significant because if we are able to draw out the locational factors that
affect property value then valuers will no longer be restricted to searching
for comparables that are near the subject property. Rather, valuers will 
be able to search for comparables that are influenced by similar locational
factors regardless of their proximity to the subject property.

In the US, the Appraisal Institute predicted that ‘GIS is expected to have
a strong impact on traditional location analysis just as computerised dis-
counted cash flow modelling has dramatically influenced financial analysis
in the past two decades’ (Appraisal Institute, 1992). In the UK, Waters
(1995) suggests that surveyors should harness new IT developments to help
with the core of their expertise, namely location. He argues that valuation
depends on comparison, comparison requires access to transaction data
and a key element of transaction data is location.
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Geographical analysis of property values

Research that has sought to assess the determinants of property value has
either ignored detailed location analysis or dealt with it only in a broad
sense – for example, by undertaking the study in an area small enough to
assume that its locational value characteristics are constant (Adair and
McGreal, 1986, 1987), or by dividing the study area into zones for which
certain assumptions can be made such as ‘a high value area’ or ‘the central
business district’. Previous studies have recognised the significant effect that
location has on value yet they have concentrated on identifying and quan-
tifying the effects of physical attributes on value, such as the number of habi-
table rooms or the presence/absence of certain amenities. The development
of GIS means that computerised locational analysis is now possible.
Accessibility is an important influence on the location of retail property and
GIS may be used to investigate the effect of accessibility on retail property
value at the individual property level.

Scott (1988) comments that valuers infer a substantial amount of infor-
mation about a property from its location. This inference is based on local
knowledge and experience. Valuers divide urban areas into homogeneous
‘sub-locations’ within which the properties are assumed to be locationally
similar. The definition of such value areas is intrinsic to many valuation
models that apply statistical analysis, such as multiple regression analysis.
However, the definition of value areas is discriminatory as well as predictive
and therefore there is an element of inevitability that their ability to predict
values will be high. Consequently, little is learnt about why properties in
different locations attract different values. Regression results are also sus-
pect due to multicollinearity, spatial auto-correlation can occur in geo-
graphical analysis and the correlation between two variables changes
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Overseas case study

In Switzerland a GIS-based valuation application was developed, which
integrates GIS concepts with valuation parameters (Din, 1995). A
method for obtaining an aggregate score for locational influences on
residential property value was developed. The system acts as a decision
support tool by calculating a ‘geo’ index obtained from large-scale dig-
ital maps of Geneva and Zurich, which are overlaid with environmen-
tal themes such as distance to the commercial centre, noise sources,
traffic volume and schools, public amenities and shopping centres. It
acts as a Decision Support System (DSS) for property professionals and
purchasers. Empirical studies established weights for each environmen-
tal factor by mailing around 800 homeowners (weights may be specific
to an urban area, however). A simple geo-index weights variables for a
particular location (determined by inputting the address).



substantially when different spatial aggregations of the same data are used
(Norcliffe, 1977). This leads to the main difference between valuation mod-
els that apply homogeneous value areas and proximity variables: homoge-
neous value areas only discriminate between zones of different value whereas
improvements in computerised spatial analysis techniques allow a more
rigorous approach to the inclusion of spatial value factors.

Isolating the impact of different physical and locational characteristics on
property price formation at a given location has been the subject of many
studies. This type of research has various practical applications in the prop-
erty industry such as tax assessment, market research, land use planning
and site selection. Multiple regression techniques for property value forma-
tion, the hedonic price model, are based on the assumption that the total
price equals the sum of its parts – some error notwithstanding. That is, the
sum of the market adjustment factors of all relevant structural and loca-
tional characteristics of the dwelling is seen as an estimate for its market
value. The location is usually treated as a bundle of variables indicating
accessibility (general and specific), neighbourhood factors (physical, service
infrastructure, social, aesthetics and other), density, local government and
negative disturbances. Alternatively location may be treated as a separate,
usually discrete variable. Hedonic analysis of large data sets has been wide-
spread since the seminal paper by Rosen in 1974 but early hedonic price
models were not spatial – location was considered without the scattered
effect of objects situated elsewhere. During the 1990s, the locational ele-
ment of property value has been taken into consideration more explicitly
using GIS and spatial econometrics in order to capture locational differ-
ences and spatial interactions. This has been done in the main by creating
indicators as proxy variables for locational value.

Rodriguez et al. (1995) examined how GIS can improve regression models
for residential property. Specifically they showed how GIS can provide 
a superior location variable relative to the commonly used straight-line 
distance assumption. They concluded that GIS can facilitate the creation of
many types of variables that can be useful in property market analysis. GIS-
created variables can be neighbourhood or regional characteristics that
would be otherwise difficult or time-consuming to create. For example, GIS
can easily generate a variable that identifies all properties adjacent to a
property meeting a particular set of criteria. This type of identification
would be difficult without a spatial database. Rodriguez et al. (1995) also
point out that distance variables are also easily produced with GlS. For
example, a GIS can provide more accurate distance measures by using the
actual transport network rather than straight-line distance and by assigning
various impedances to traversal along sections of the network. Use of spatial
area characteristics usually means assuming zero distance between units
within the geographical area. A GIS allows other assumptions such as a uni-
form spread of units throughout the area. More importantly, according to
Clapp et al. (1997), GIS can provide spatial statistical analysis capability
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such as tests and corrections for spatial autocorrelation. A GIS also performs
geo-coding and allows visual inspection of spatial linkages and attractive
presentation of results (Clapp et al., 1997).

To date the predominant use of GIS and geographical analysis in hedonic
modelling of property values has been limited to the display of resultant val-
ues or residual errors and the measurement of Euclidean distances for prox-
imity variables. For example, Des Rosiers and Theriault (1992) used GIS to
display the results of a regression analysis. Transactions and features that
influence sale prices (major work places, neighbourhood shopping centres
and welfare housing) were mapped. This visually established spatial rela-
tionships among natural features, transport and communications, activities
and services, socio-economic data and regression value predictions. A GIS
was used to generate ‘isovalue’ curves and a 3D representation of the value
distribution. In another study Longley et al. (1994) used GIS to display
deviations between predicted house values and council tax assessments.
They suggested that a GIS provides a suitable means of devising property
assessments based on comparisons with the asking prices of ‘similar’ prop-
erties in a given area. In a mass appraisal study by McClusky et al. (1997)
the application of GIS was limited to a visual analysis of the pattern of 
predicted values. Location was handled in the hedonic model by specify-
ing ‘ward group’ as a variable by which comparables are selected and 
their values adjusted. Bible and Cheng-Ho (1996) used a GIS to generate
distance variables (to work, schools, shopping malls, etc.) in a study of
apartment rents.

Recently, more sophisticated use of geographical analysis has been evi-
dent. For example, Rodriguez et al. (1995) used a shortest path algorithm
to calculate the route along the road network between each property and
the central area. Gallimore et al. (1996) are more cautious in their view of
measuring the influence of accessibility on residential property value.
Accessibility to employment and shopping centres, leisure and educational
facilities, exposure to neighbourhood and environmental factors exert
themselves in a complex interaction when considered as influences on
value. Numerical measurement of such factors, even where possible (dis-
tance to nearest school for example) may not reflect qualitative effects such
as type of journey. Also, multicollinearity problems may arise. Gallimore 
et al. (1996) suggested that location value can be modelled as a 3D surface.
They measured the variance between actual selling prices and prices pre-
dicted by a Multiple Regression Analysis (MRA) model, which has no loca-
tion variable. The predicted values will clearly overvalue in some places and
undervalue in others. The ratios of over- and undervaluation can be plotted
to identify positive and negative value influences, the impact of which can
be determined by measuring the distance from the influence to the property.
Alternatively, the ratios can be used as z-co-ordinates and a GIS used to
interpolate a 3D surface from which it is possible to estimate a location
influence value for any point (property) on the surface. When these values
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are used to adjust the locationally blind MRA predictions, significant
improvement in predictive power is observed.

Wyatt (1997) sought to correlate ‘locational’ values of shops with an
‘accessibility’ index. The aim of the study was to determine areas of high and
low locational value, calculate the positions of maximum and minimum
accessibility using network analysis and test for correlation between the two
variables. The network-based accessibility index provided a measure of loca-
tional value at the individual property level. The methodology used expert
system heuristics to select comparable properties from a database by asking
a series of questions about the subject property. The values of the compara-
bles were adjusted to account for all physical differences between them and
the subject property. Value maps displayed values that have been reconciled
for all differences except those attributable to location, an example of which
is illustrated in Figure 8.35. They are therefore known as ‘locational values’.
A network model was devised to test for correlation between the accessible
locations and high value areas displayed on the value maps. The network was
constructed using a GIS and comprised road centre-lines and pedestrian
routes. Movement along the network was influenced by link impedance,
which refers to the cost associated with traversing the network in either direc-
tion and was based on connectivity, impedance, demand, barriers, turns, 
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Figure 8.35 GIS-based value map of the central retail area of Horsham in west Sussex.



centres and capacity. The accessibility index value of a property on the net-
work is an aggregate measure of how reachable it is from other properties. 
A gravity model that assumes that the effect of one location on another is
directly proportional to its attractiveness and inversely proportional to its
distance was used to calculate the index values. A variety of impedance and
distance decay functions were used to evaluate the optimum correlation
coefficient between accessibility and locational value. A relatively simple
log–linear model that distinguished vehicular and pedestrian routes per-
formed well and there was a significant positive correlation between loca-
tional value and accessibility. Wyatt (1998) found that two influences in
particular were found to affect the accessibility calculated using the network
model. These were the configuration of the route network and the impedance
for traversal along the routes. This has obvious implications for transport
planning and its consequent effect on property values.

Figueroa (1998) highlighted the problems with using discrete neighbour-
hood variables (dummies and scores) to handle location; the treatment at
boundaries and the averaging effect throughout the neighbourhood distort
reality. Instead a Location Value Response Surface (LVRS) can be con-
structed. This is a ‘location-blind’ regression model where the residuals are
used as a proxy for location value. The spatial distribution of these ‘loca-
tion’ residuals may be mapped using several methods but an interpolation
grid is regarded as the best because it is able to show dramatic changes in
value. An irregular interpolation grid means that the grid points are inter-
polated from the exact locations of the residuals rather than a spatially
weighted average between regular grid points. Figueroa (1997) constructed
a regression model using more than 6,500 time-adjusted residential sales
over a period of two years. Seven variables describing physical attributes of
the properties (including size) were used to construct the model. The model
provides adjustment factors for each variable and performance statistics.
The residuals (difference between predicted value from model and the actual
time-adjusted sale price) were calculated by adjusting each sale to reconcile
all physical differences so that differences in predicted prices would only be
due to location. The residuals were geo-coded and an interpolation grid con-
structed by calculating the average of the residual values of neighbouring
properties within a 500-metre radius weighted by the inverse of the distance
between the subject and neighbouring property. These distances were also
used to construct connectivity matrices needed for the calculation of
Moran’s Coefficient (MC) of spatial autocorrelation. The grid-estimated
location values are then fed back into the location-blind regression model.
The improved performance that resulted was significant. But, as with
Gallimore et al.’s study above, this is inevitable because a location-blind
pricing model will have a residual that can partly be explained by location.
Simply interpolating a grid from these residuals and feeding these back into
the model will inevitably improve its predictive power but does not explain
the causes of locational variation in the predicted prices. It would be more
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useful to compare the interpolated location values with a hypothetical 
explanation for the variation observed (see Wyatt, 1997 op. cit.).

Desyllas (1998) undertook a similar study but used a regression model
rather than an expert system to adjust for non-locational factors. Desyllas
studied office rents in Berlin between 1991 and 1997. MRA was used to derive
a residual figure for the amount of rent not explained by non-locational fac-
tors, what Desyllas terms ‘location rent’. These residuals were plotted using
a GIS and non-random patterns emerged. To model and predict location
rent, a spatial variable that correlates with the pattern of residuals is
required. Desyllas (1998) suggests that ‘one approach to finding an inde-
pendent variable is to model the street system as a network and calculate
accessibility values based on the relationship between individual streets and
the configuration of the system as a whole’. Desyllas’ suggestion for a loca-
tion variable is based on the hypothesis that the spatial pattern of rents in
an urban area correlated with the spatial pattern of streets. As Desyllas
states ‘when many individual firms make complex location decisions based
on accessibility to specific places important to their business, the pattern of
demand that emerges mirrors the general configurational structure of the
street grid’.

In summary GIS opens up new areas of statistical analysis and provides
tools for identifying possible causes of errors in statistical modelling of
property data such as spatial autocorrelation. Results from several studies
of hedonic regression models show that prediction errors (measured in
terms of Rsq) are dramatically reduced by including spatial autoregression.
Studies suggest that hedonic models should test for and probably correct for
spatial autocorrelation. ‘GIS removes the most important impediment to
this advance in econometric technique by allowing measurement of rela-
tionships among spatial units’ (Clapp et al., 1997).

Summary

Central to most built environment decisions are issues regarding proximity,
neighbourhoods, accessibility, separation and complementarity. Distance
mapping, network and gravity modelling represent sophisticated techniques
for handling locational influences on property value. In the future planning
and transport policy, congestion levels and developments in ICT will alter
the current pattern of accessibility at an increasing rate. The GIS analysis
techniques described in this chapter may reveal relationships between and
trends in land and property value over a wider urban area. This has obvi-
ous benefits for valuation and location planning.

There is a well-used statistic in the GIS community that states that over
80 per cent of the data used by organisatons is geographically referenced.
However, this in itself is no justification for using a GIS to store, manage,
analyse or display these data. What is more important is whether your 
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current and future business activities require those data to be geographi-
cally referenced in order to be of use. Implementing a GIS to handle prop-
erty information depends on what the aim is. Some initial questions might
be; how can GIS technology help an existing function or change a way a
goal is achieved, what data will be needed and how will they be made ready
for input into a GIS, what data can be shared, what results are required and
who should be responsible for maintenance of the system and the data? It
is necessary to evaluate all implementation options, understand how the
organisation uses data and what the business functions will be. The effort
expended depends on the size of the project and investment in GIS must be
based on a sound business case. The extra sophistication provided by GIS
must be warranted.

Despite significant barriers to IT development in the property industry in
the form of restricted data access, confidentiality and secrecy there have been
many innovative applications of emerging computer technologies. Feenan
and Dixon (1992) believe that the public sector has produced excellent work
with GIS for property decision-making and management. However, until a
comprehensive property information system is established such work will
remain peripheral to the land and property professions. The development
of the NLIS and NLPG initiatives is watched with interest.
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Part III

GIS issues in land and 
property management 





Introduction

A GIS provides a means of managing information digitally and in a geo-
graphical context. Many property management decisions require consider-
ation of location, geography and space. The technology is well suited to
this, but constructing a GIS-based property information system that records
the complex interests in land and property is a daunting task. The volume
of data is often enormous and the cost of establishing and maintaining 
a database will be prohibitive unless a means of utilising existing resources
can be developed. Historical property data can be hard to trace due to the
poor quality and maintenance of some records. Property interests are het-
erogeneous, if only due to their unique locations in space. Add to this 
a plethora of physical and legal factors that typically characterise property
interests and it is no surprise that many property information systems are
developed for specific applications and it is only later that the potential ben-
efits of linking data sets and databases becomes apparent. Yet to collect,
store and manage information in digital form is clearly more efficient than
any other means. Consequently the property industry has witnessed the
digitisation of substantial amounts of property data with the aid of increas-
ingly sophisticated technology.

The management of land and property information is not just about com-
puter systems. There are human, information and commercial issues to be
considered. Even when a project has been clearly specified and system and
data requirements outlined, access to certain information may not be pos-
sible due to confidentiality constraints or legislative barriers. Certain land
and property information is commercially and personally sensitive and
must be handled accordingly. The laws of copyright and the data protection
regulations must be adhered to. The information that the project requires
may need to be integrated so that analysis can occur, but the data formats
may be incompatible. Cost, time and requisite skills are all issues that must
be considered when implementing an information management policy.

9 Information management



A number of information management issues have arisen during the
implementation of GIS applications for the built environment and these are
considered in this chapter. They can be categorised as follows:

(a) Data quality and liability

� Measuring data quality
� Errors in land and property data input, analysis and display
� Liability for data integrity and misuse of data.

(b) Data access

� Data ownership and intellectual property rights
� Data protection and privacy
� Confidentiality.

(c) Data standards

� Standards for geographical data
� Standards for describing data
� Standards for land and property data.

A key advantage of information management is the synergy arising from the
pooling of information. A particular benefit of GIS is the ability to integrate
data from a wide range of sources using location as a common point of ref-
erence. The process starts with the definition of items of interest, progresses
to the organisation of those items and their representation in the database
and ends with the communication of data to others. If managed properly
the process of data integration will alleviate or neutralise problems of data
duplication, reduce data limitations and help to reduce data capture costs.
It will also improve the information base as a whole and allow users to
combine data sets in ways that were previously unavailable to them.

Although an integrated data resource is likely to provide significant 
benefits, merging sets of geographical information in a meaningful way is 
a complex process. A wide range of factors can influence success and 
the effective management of resources is critical. Factors that need to be
considered are:

� Political, institutional and organisational: the significance of these 
factors often far outweighs the technical obstacles to GIS-based data
management. Leadership, enthusiasm and co-operation between indi-
viduals, departments, organisations and governments are vital if geo-
graphical data resources are to be utilised effectively. A willingness to
co-operate results in the development of standard procedures and
increases the ability to integrate and exchange data.

� Social and cultural: often historical reasons for secrecy can play a major
part in retarding the data dissemination process.
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� Financial: although the unit price of computer hardware has dropped
significantly in real terms over recent years, this is offset by the increased
processing resource needed to support modern operating systems. GIS
software is often expensive and the costs of data – particularly map data –
have remained stubbornly high. Without cost-effective data sharing
policies in place within and between organisations, the cost of data pur-
chase, update and management can prove to be too high in some cases.

� Technical: although the technology itself is not perceived as a major
barrier, the availability of skilled staff has been a problem.

� Data-driven: somebody wishing to merge data sets from different
sources faces difficulties because different applications tend to repre-
sent information in different ways. Classification tends to be carried
out with a specific objective in mind and it may be that the classifica-
tion scheme adopted by one organisation is inappropriate for another.

Data purchased from different suppliers are often incompatible and may
require manipulation before they are useable on in-house software. This has
been a significant barrier to the uptake of GIS in the property industry. Even
in-house there are problems regarding standard property referencing proce-
dures, between surveyors and analysts, for example, often because the 
former fail to recognise the value that a comprehensive information system
can offer. A ‘critical mass’ of data is often required before recognition 
is achieved.

Data quality and liability

As GIS usage has become widespread and the technology has moved from
university departments to government and corporate environments, the
need to consider the implications of bringing together diverse data
resources has become more pressing. Issues of data quality include error,
uncertainty, scale, resolution and precision in geographical data. All of
these aspects affect the ways in which information can be used and inter-
preted. There is a need to consider:

� What data quality is.
� Ways of measuring and reporting data quality.
� The types of error that might occur in land and property data.
� The documentation of geographical information.

What is data quality?

What is meant by the term ‘quality’? In general terms words like ‘good’ or
‘excellent’ are used to describe the presence of quality, but we need a much
more precise definition if we are to talk about high and low levels of quality
in terms of geographical information. Generally, in order to assess the quality
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of something we need to have a purpose in mind for it. The quality of 
a geographical database will depend largely on the uses that it is to be put to.

A useful definition of data quality is ‘fitness for purpose’. The London
Underground map provides a good example of how something can be ‘high
quality’ and ‘low quality’ at the same time. While it is high quality for the
user who is deciding on the best route from A to B using the tube, it is of a
much lower quality if one wishes to know how far it is from A to B, or how
long the journey might take. The application to which the data are put will
determine whether or not they are suitable for the intended purpose and so
data quality is also application dependent.

We must always ask ourselves ‘Are the data fit for the intended purpose?’
The answer depends on the type of analysis we wish to undertake. The only
way that this question can be answered is by knowing something about the
data sets that we are using as well as the task that we plan to undertake.
Having defined the task and set the parameters of the project, attention
should be turned to the data themselves; how accurate are they, when 
and how were they collected, how often will they be updated in the future?
Poor data quality is just as likely to jeopardise a GIS project as hardware or
software problems. We need to consider:

� How well the digital structures that we have created represent the real
world?

� How well the different algorithms that we use to operate on these data
sets compute the true value of products?

� What happens to errors in the data when we perform a sequence of GIS
operations?

Measures of data quality

The development of standards for data description in the GIS field (see, for
example, Federal Geographic Data Committee, 1994a) have led to the
recognition of the following quality parameters for geographical informa-
tion: accuracy, lineage, completeness, consistency and currency. These are
considered below.

Accuracy: of position, topical attributes and temporality.
Accuracy can be defined as the closeness of results, computations or esti-
mates to true values (or values accepted to be true) (Chrisman, 1991). Since
spatial data are usually generalisations of the real world, it is often difficult
to identify a ‘true’ value and we work instead with values that are accepted
to be true. For example, in measuring the accuracy of a contour in a digital
database, we might compare it to the contour as drawn on the source map.

Although the accuracy of a spatial database will certainly impact upon the
quality of the products generated from it, the nature of this relationship is
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often complex and difficult to assess. So, for example, the accuracy of a
slope, aspect or watershed computed from a DEM is not easily related to the
accuracy of the elevations in the model itself.

In the property sector, accuracy is dependent to some extent on applica-
tion. A key consideration is whether accuracy can be guaranteed by some
assurance of authenticity. If this cannot be given, the market will soon deter-
mine whether information is reliable or not and will bid a price accordingly.
For example, it is reported that 6,000 square metres of office space were let
for £150 per square metre on 1 April 1998, that the lease was for a term of
ten years with a rent review in year five and there was an initial rent-free
period of six months. All of these facts are important to a property valuer.
There is no room for inaccuracy. For example, a rent review clause that states
that the rent can be increased or decreased in line with open market rents is
substantially different from a clause that states that the rent may only be
increased at review. Facts must be distinguished from opinion.

Precision, which is clearly distinct from accuracy, can be defined as the
degree of detail or refinement present in reporting a measurement. Precision
is not the same as accuracy – high precision in a measurement does not
guarantee that the measurement is accurate! GIS tends to work with 
high levels of precision, often much higher than the accuracy of the data
itself. All spatial data are somewhat inaccurate but they are generally 
represented in the computer with high levels of precision, which can often
be misleading.

Since all spatial data are inaccurate to some degree, three important ques-
tions are:

� How can we measure accuracy?
� How can we track the way in which errors are transmitted through GIS

operations?
� How can we ensure that users do not ascribe greater accuracy to data

than they deserve?

Lineage: details of the source and history of the data and a description 
of the set of processes that are used to produce a dataset.
Lineage is a record of the data sources and of the operations which created
the database. This would include how the data were digitised and from
what sources, when they were collected and by whom, and what steps were
used to process them. The documentation of lineage is a very useful tool in
assessing the quality of data. An experienced GIS user can quickly assess
how appropriately the data were developed, and whether any unreliable
methods have been used in constructing them.

Lineage information provides vital information to the user when deter-
mining fitness for purpose. Lineage information is often a component of
metadata (which we can define succinctly here as ‘data about other data’)
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and standards for producing metadata are described in the section on ‘Data
standards’. As an example, the date on which the data were reported and
dates of important facts reported in the data such as a lease commencement
date should be included in any description about those data.

Completeness: of data coverage, classification and verification.
Completeness is affected by rules of selection, generalisation and scale. In this
context it refers to geographical completeness (national coverage as opposed
to London only) and sector completeness. A property database that is com-
plete should cover all sectors of the market, including residential, office,
industrial, retail and leisure premises. More specifically, completeness con-
cerns the degree to which a database conforms to its specifications. Are all the
records that should be logged present? For example, there are 21 million land
parcels in England and Wales. Of these, about 17 million are logged in the
databases of HMLR and 15 million or so of these are digitally registered.

Consistency: longitudinal (or temporal) and cross-sectional 
(or geographical) consistency.
Ideally, property researchers want consistent data that are disaggregated to
the individual property level, are consistent for the geographical extent to
which they relate and are consistent over the time period for which they
have been collected. Analysis of property data often takes the form of cross-
sectional comparisons, between two or more urban areas for example, at a
particular point in time, or longitudinal or time series analysis of a specific
urban area over a period of time.

Currency: up-to-date and timely data.
The final element of data quality is how up-to-date the data are. Generally,
old data are less useful than new data (unless you are interested in historical
analysis). Also, combining data sets from different time periods can cause
problems. Consider the example of an analyst who wishes to model the rela-
tionship between socio-economic characteristics and property prices. His
comparisons require access to property and census information, but the only
census data available to him were collected in 1991 while property infor-
mation has been collected for 1998. His analysis of the data will certainly
produce some results, but their validity may be called into question because
of the seven-year gap between the collection dates of the inputs.

Currency can be measured in a number of different ways:

� Date of publication
� Date of digital capture
� Date of survey.

Generally, the date of survey is the most useful of these measures. This rep-
resents the time that the data were collected and there may be substantial
delays between capture and publication.
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Location details of people and businesses change frequently. For GIS to
be effective, locational accuracy needs to be kept up-to-date at the property
level (McKeon, 2001). For many property professionals, currency of data is
seen as a major issue. If a surveyor is acting for a client on a rent review,
then up-to-date, comparable evidence is required to support the opinion of
rental value.

There are some recurring themes regarding the strengths and weaknesses
surrounding the quality of land and property data in the UK (Smith and
Wyatt, 1996):

Strengths:
� Property indices, compiled by the IPD and property consultants, are

generally of good quality; but such indices are slow to appear.
� The timeliness and accessibility of on-line sources is good.
� The VO Rating List has good coverage and is readily accessible.
� UK land and property data are perceived to be of higher quality 

than those that are available in most overseas markets (possibly 
excepting the US).

Weaknesses:
� Public and private sector cross-sectional data are often incomplete and

inconsistent.
� Longitudinal or time series data often have a short history with infre-

quent observations and discontinuities.
� Data are slow to be published compared with other investment 

markets.
� There is a heavy reliance on samples and proxies.
� Data are often expensive to obtain.
� Geographically, property data suffer from inconsistent boundary 

definitions.
� Information on stock, such as quantity (floor-space), quality, occu-

pancy levels, vacancy rates and occupier activity is poor.
� Property transaction-based measures are weak (e.g. rents, yields and

capital values).
� There is a lack of measures for specialist property types and secondary

property.
� Largely due to the above factors, published statistics on property 

market performance sometimes report conflicting results when the
underlying data purport to measure the same thing.

Table 9.1 classifies property data sources according to their coverage. The
ideal is a ‘comprehensive’ data set, which can be disaggregated if required
to the level of its most fundamental components. Many datasets have been
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aggregated by location and/or market sector so their utility to many prop-
erty advisors is diminished. Whilst it is accepted that ‘information overload’
may result if data are inappropriately chosen or mishandled, in general the
more data that can be assimilated at the finest level of detail (building or
sub-building level) the more robust is the analysis.

Errors in land and property data

A GIS is capable of generating an enormous amount of map data, much of
which may be of questionable quality. Being able to distinguish data that
are unreliable, inaccurate, or unfit for the intended purpose from those that
are important, usable and reliable forms a major part of any GIS project.
The user needs to make sure data are accurate, precise, up-to-date and well
maintained. We can define error as ‘the quantity measured when assessing
the degree of closeness of observations to the truth or as the deviation of 
a measurement from a true value or value that is accepted as being true’
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Table 9.1 Aggregated and disaggregated property data (Society of Property
Researchers, 1996)

Data coverage Description Examples Comments

Comprehensive Data relating to Total stock figures; Very few examples of 
features of the property GDP’ truly comprehensive 
property market measure; national data sources. Highly 
in total, or rateable value aggregated data is of 
wholly represen- limited use; ability to
tative of the sub disaggregate is critical 
set of properties if maximum benefit is 
being studied to be obtained

Sample Data relating to Most sector, region Most available data 
groups of and locally based sources fall into this  
properties which data; indices; category. ‘All property’ 
are subsets of the market survey indices are based on
total population results samples andare only 
being studied a proxy for unavailable 

comprehensive data
Specific Data specific to  Floor area, lease Detailed data

a particular terms, rent paid complete form except 
property where such data repre-

sents an extreme value
and hence provides a
benchmark for the wider
market (e.g. the ‘top’
rental value in a town
center; largest letting, etc.)



(Chrisman, 1991; Rybaczuk, 1993). There are three broad categories of
error in spatial information:

(a) Positional errors – errors in the location of an object.
(b) Attribute errors – errors in the set of information associated with an

object.
(c) Temporal errors – errors in the time of observation of measurements or

time of update of digital records.

These three broad types can be subdivided into conceptual and measure-
ment errors. Conceptual errors are errors in the communication process,
leading to misinterpretation of meaning or mistakes in encoding. For 
example, what is meant by ‘house’ or by ‘area’? Measurement errors 
are errors in the recording of information due to operator mistakes or
equipment failure.

Errors can appear in three different ways, categorised as gross error, 
systematic error and random error. Gross errors are normally caused by
severe equipment failure or serious mistakes in the measurement process.
They are often large and are usually easy to spot because they are normally
very different from other measurements. Systematic error (also known as
bias) is a uniform shift of the values in the data. Here, a systematic pattern
arises in the errors that are occurring. If, for example, a survey instrument
was badly calibrated, all the distance measurements with that instrument
might be 1 metre out. There is some consistency in the error pattern 
that is produced. Finally, random errors occur because of the imperfections
that always exist in instruments and processes of data interpretation. No
measurement can ever be 100 per cent accurate and no operator can ever
be one hundred per cent reliable. Random errors are usually small, but
unavoidable.

Some of the ways that errors enter geographical data handling and 
analysis are described in the following sections.

Errors in data input

Typical data input errors include (after McKeon, 2001):

� Abbreviations; for example, male (m), female (f), c/o
� Data entry accidents; wrong field or incorrect spelling
� Duplicate or incomplete records
� Geo-referencing inconsistencies; postcodes, grid references, 

addresses
� Name conventions; Robert Smith Ltd or R Smith Ltd, Kensington High

Street or High Street Kensington
� Different standard formats; for dates, units of measurement, etc.
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Errors in data analysis

AGGREGATION

Classifying data into a small number of large groups will hide patterns of
variation within each group. In some data sets, such as the British census,
data are deliberately subjected to random change at high levels of detail to
preserve anonymity whilst the correct totals are preserved at aggregated 
levels. The analyst who seeks to aggregate data should study the data distri-
bution before committing it to a classification. This will reveal whether the
data are normally distributed, skewed and where any outliers may lie. It is
also important to note that ‘relationships observed at a particular level of
aggregation do not necessarily hold for the individual observations’ (Martin,
1996). This problem is known as the ‘ecological fallacy’ and is illustrated
below where the mean house price of a unit postcode is £400,000 but this
aggregate value is actually only found in two cases and is totally unrepre-
sentative of the large value in the middle of the list (Martin, 1996).

£300,000
£400,000
£400,000
£1,200,000
£300,000
£300,000
£100,000
£200,000

One of the key spatial analysis problems arising in the aggregation of data
is the Modifiable Areal Unit Problem (also known as MAUP) (Openshaw,
1984). MAUP occurs when data for one level of spatial resolution (either 
a set of areas or a point data set) are aggregated to another (namely a larger
set of areas or from a point data set to a zoning system). The resulting trans-
formation may change the scale and resolution of the original data. This in
turn may amplify or suppress existing patterns and may even create wholly
new spatial patterns, which are a direct consequence of the interaction
between the data being aggregated and the properties of the zoning system
used for the aggregation (Raper et al., 1992).

The MAUP illustrates the difficulty of choosing one of potentially many
areal units that may be defined. The problem is to decide upon a suitable
level of aggregation for the display of the underlying data (Martin, 1996).
A key area of research in computational geography is this problem of zone
design to select the most appropriate reporting regions for geographically
distributed phenomena.

AUTOCORRELATION

Spatial autocorrelation is the formal term for the ‘first law of geography’
(Tobler, 1979), which states that ‘everything is related to everything else,
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but near things are more related than distant things’ (Longley et al., 2001).
Spatial autocorrelation is an attempt to quantify the degree to which geo-
graphical features are related. It is important because a central tenet of
many statistical analysis techniques is that the input data values for the vari-
able that is being measured must be independent. However, spatial autocor-
relation infers that, geographically, the values of a variable are dependent
to some extent on neighbouring values. For example, house prices in a partic-
ular neighbourhood tend to have some relationship or similarity with one
another.

Similarly, if data are collected for the same variable over a number of
time periods, temporal autocorrelation or smoothing may result. The more
that time periods are aggregated the more we hide possible temporal influ-
ences on geographical patterns. For example, aggregation over time might
mask temporal trends such as the effect of new transport development 
on property values or land use patterns (Monmonier, 1996). ‘Just as tem-
poral periodicity may be missed if measures are made at an inappropriate
temporal scale, so spatial periodicity may only be detected if the spatial
scale of measurement is appropriate to the distribution of the spatial phe-
nomenon’ (Longley et al., 2001). So aggregation to various scales affects
time as well as space. Taking several years of data reduces the effect of
chance but increases the range of possible causal agents.

It is possible to propagate error by combining the effects of spatial and
temporal autocorrelation. For example, data collected from the same geo-
graphical units, such as office rents over several years, which are then aver-
aged by postcode sector for each year represent moving averages. This
combination of spatial and temporal aggregation causes a great deal of
smoothing in data values. Research has shown that autocorrelation effects
are reduced when data are analysed at as disaggregated a level as possible,
both spatially and temporally.

AREAL INTERPOLATION

There are problems that are caused by interpolating geographical data that
have been collected at one particular level of aggregation and are translated
to a different level for analysis and reporting. Errors can enter results if a
pattern that is based on areal units leads to conclusions based on individual
properties. For example, an average income in a postcode sector of £16,000
may mask substantial differences in more discrete geographical areas or
between individual properties within that postcode sector. A map that
shades average income for each unit postcode might reveal markedly dif-
ferent results. Therefore, any such map should include a caveat that the
data are only reliable at a particular level of aggregation. In the UK, house
price data are only available at postcode sector level but there is a tempta-
tion to use them as a local-level indicator for targeting initiatives and invest-
ment especially when thematic mapping is so easy on a desktop GIS
(Ferrari, 1999). Monmonier (1996) warns that it would be very unwise to
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interpolate patterns from an aggregated level to conclusions based on indi-
vidual locations. Research into the effects of areal interpolation has been
undertaken by Flowerdew and Openshaw (1987), who provide a useful
review of the problem, and some solutions are introduced by Flowerdew et al.
(1991), Voss et al. (1999) and Simpson et al. (2000).

ERROR PROPAGATION

We have said that errors are inherent in geographical data sets. As a result,
when we combine two or more different data sets using standard GIS oper-
ations, the errors that are present in the source data sets will be carried for-
ward through our analysis. This phenomenon is normally referred to as
‘error propagation’. Error propagation is a problem, because how it works
is not fully understood and an important research activity in GIS is the
investigation of error behaviour as data are combined in sequences of GIS
operations. For example, Li et al. (2000) show how the compounded effect
of errors can influence the results of simulation procedures. More compre-
hensive treatment of this topic is beyond the scope of this book, but it is
important to be aware that complex GIS overlay and data manipulation
procedures are likely to cause error propagation. As successive data sets are
combined and manipulated, the inaccuracies that are present in each infor-
mation source will interact with one another, causing new patterns of error.

Data quality and the display of land and property data

All measurements have errors, and maps made using them will include these
errors. The quality of the message given by map information depends upon
the way in which information is collected and depicted. Again, fitness for
purpose should be the overriding concern. In other words, is the map dis-
play appropriately accurate for the task at hand? The user is referred back
to the discussion of different types of map and generalisation approaches in
Chapter 2.

There are obvious physical limitations on the amount of information that
can be displayed on a map without it becoming cluttered. As far as thematic
mapping is concerned, it is important to consider what information needs
to be displayed and what can be stored in the database. Sometimes when
inappropriate colours and shading are used the map confuses rather than
illuminates, particularly when trying to communicate varying densities.
Simple presentation is paramount.

Choropleth maps, introduced in Chapter 2, can be used to describe geo-
graphical effects such as land use type or council tax bands. However, ‘by
manipulating breaks between categories of a choropleth map, … a map-
maker can often create two distinctly different spatial patterns’ (Monmonier,
1996). It is important to explore cartographic alternatives to identify 
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geographical trends, groupings and relationships. For further details, con-
sult Robinson et al. (1995) or Monmonier (1996).

Choropleth maps can be overlaid with other maps in order to pick out
patterns. Often, in order to make the map easier to interpret and due to the
availability of aggregated data, these choropleth maps relate to areas or
polygons with boundaries such as electoral wards or postcode areas. The
actual size of these polygons varies according to factors normally unrelated
to the data for which they are being used as a display; the size of enumera-
tion districts depends, largely, on the number of people within each.
Therefore they are much smaller in size in the dense urban areas than they
are in rural areas. If they are used to display average age, for example, then
the rural polygons will dominate the map because they are bigger. It is
important that the resultant image does not mislead because the boundaries
do not relate to the variables being displayed.

Size differences among area units such as parliamentary constituencies
can radically distort map comparisons. The map of the UK in Figure 9.1
shows how the conservative party’s 25 per cent share of the vote in the 2001
general election appears greater because of the high number of geographi-
cally large rural constituencies within that share. The 63 per cent labour
government share is weighted towards the geographically smaller urban
constituencies.

In summary, with regard to data quality and possible sources of error, the
analyst must be aware of the consequences of combining data from dis-
parate sources that may have been collected or surveyed at different scales.
The same level of caution needs to be exercised as that employed by the
statistician when exploring and presenting data: various classification
schemes might be tried (equal interval, quartiles, natural breaks) in order to
best represent the variation in the data and careful consideration taken of
any outliers in the data sample and their relevance to the analysis. When
looking for patterns a combination of maps, scatter-plots and correlation
coefficients might be used.

In recognition of the need for information about data quality, the
Association for Geographical Information (AGI) has published a set of
guidelines on geographic information content and quality (AGI, 1996). This
publication is a much needed introduction to the pitfalls of using and bring-
ing together spatial information from different places. The guidelines are
designed to help those, who require geographical information, determine
that it is fit for its intended purpose and how to decide which aspects of
quality are important given different user objectives. A summary of the rec-
ommended procedure is given in Table 9.2.

Liability for data integrity and misuse of data

There should be a clearly defined framework of responsibility for data quality
and liability for errors. As countries move towards multi-purpose land and
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Figure 9.1 2001 general election results by parliamentary constituency.

Source: http://news.bbc.co.uk/hi/english/static/vote2001/results_constituencies/pol_map.stm,
used with permission.



property information systems, more data are combined and it is harder to
assign responsibility and determine liability if problems arise. If nobody can
guarantee quality, this may reduce the value of data. Compulsory land reg-
istration and maintenance of the history of ownership for each land parcel
may help to detect errors and omissions in a national land information 
system such as the UK NLIS described in Chapter 5. Another answer is to
only make factual data available. Regarding the dissemination of such data,
liability and responsibility for accuracy should be made explicit. This is par-
ticularly important where data from a variety of suppliers are integrated
and accessed from one source. There should also be a source or link for
obtaining further information about each item of data. The market knowl-
edge behind the facts is crucial to the understanding of certain land and
property data.
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Table 9.2 Summary of process for assessing quality of geographical data

Define the task, its geographical and temporal extent and output requirements

Identify the contents of data sets that the task requires
Specify spatial attributes; feature types, scale, accuracy of positioning, topology, etc.
Specify temporal attributes; intervals, duration, etc.
Specify thematic attributes; units of measurement etc.
Other issues; availability of existing data sets, resourcing, format, restrictions on
use, etc.

Overseas case study

Under plans for introducing a NLIS in the UK (described in Chapter 5),
in terms of data quality, the NLIS hub manager does not accept
responsibility for mistakes of fraud. Consequently, data must be vali-
dated by the supplier. A distinction may therefore need to be made
between ‘registered’ land and property data (i.e. data collected and
managed by statutory authorities such as local authorities or HMLR),
and ‘recorded’ data, that might be provided by a commercial organi-
sation. The latter might serve to inform rather than be relied upon
legally (property values, investment yields and vacancy rates, for
example). A conveyancer might be expected to rely on registered data
but may have no duty to seek recorded data, although a test of rea-
sonableness might apply. The distinction between such legal and busi-
ness advice is not always easy to draw but the NLIS should not change
the duty of the conveyancer, rather, it should make it easier to conduct
investigations that there is an obligation to make.



Data access

Legal issues have a significant impact upon the use of geographical infor-
mation. A geographical information manager must be aware of the impli-
cations of copyright and data protection legislation, understand how these
may limit the use of data sets and appreciate how to avoid misusing data.

Information is increasingly being seen as a tradable commodity.
Initiatives like NLIS rest upon this concept. Tradable commodities imply
the existence of vested interests and rights over information. The protection
of rights is important, because data are valuable and time and effort has
been expended in developing them. The main reasons for legal action
against those who misuse data are as follows:

(a) Money – loss of earnings through data leakage and a desire for puni-
tive damages/cost recovery.

(b) Reputation – ‘The OS is the definitive source of information about UK
mapping, and misuse of our data could result in products that bring it
into disrepute’.

(c) Privacy – an individual or organisation may wish to protect its data
resources from outsiders.

Unfortunately, there is no single point of contact for information law in the
UK. It is incomplete, diverse and in some cases contradictory. The main
sources are ownership law, including copyright (data sets) and patents 
(software, data models etc.), and privacy law, including the Data Protection
Act and Employment legislation.

After a description of the main players in and the structure of the land
and property data market, the following sections present an overview of
copyright, data protection, privacy and confidentiality issues for land and
property information.

Data ownership and intellectual property rights

Is it possible to ‘own’ data? In law, this topic is covered by the Copyright,
Designs and Patents Act of 1988. The law does not consider that individual
data items are ‘ownable’. Instead, it is the creative effort spent in selecting
and recording data that is recognised and protected. The producer of a set
of information has rights associated with its use, for example, the right to
buy and sell information and the right to be identified as the author of 
a data set. Maps are specifically mentioned in the Copyright Act, as are com-
puter files and other digital data. However, the gap between a paper map
and the digital work that lies behind it is not clearly considered. Copyright
law was not intended to protect rights over data, but to recognise the time,
effort and creativity that the originator of a work has committed in select-
ing and arranging the information. It is based on the principle that you 
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cannot protect an idea but that a final product that results from that idea is
protectable.

Without copyright protection or other forms of Intellectual Property
Right, suppliers of property data will be reluctant to permit the dissemina-
tion of data that has taken time and money to collect and compile. 
A detailed discussion of the requirements for legal protection of Intellectual
Property Right concerning geographical data is beyond the scope of this
book but others, Larner (1996a,b) for example, discuss these issues in
depth. In general, traditional legal frameworks may require adaptation if
they are to be applied to digital geographical data. An example of how the
interpretation of copyright laws can have a direct impact on users is the
British OS’s interpretation that the transfer of map data from disk to RAM
and display on screen within a computer system constitutes copying. As 
a result, OS has introduced a charge for data use based on how many users
are manipulating the data. Such charges do not apply in the case of hard
copies.

There is a balance of rights between the user, the author and the subject
of a set of data. If information is to be protectable under the Copyright Act,
it must be original. Originality is proved by ‘sweat of the brow’ – effort,
money and ideas that have been spent in creating the work. Original liter-
ary and artistic works are copyrightable. In other countries, a work may
have to demonstrate intellectual or artistic merit to be copyrightable. In the
UK, we consider how much it costs to create data as well as ‘sweat of the
brow’. This is not considered in the rest of Europe or the US.

Geographic information is mentioned in the UK Copyright Act in certain
ways:

� Section 4(a) refers to graphic works and photographs including maps,
photogrammetry and satellite imagery under ‘original artistic works’.

� Section 1(1)a refers to original literary works, which would include 
digital maps and text and direct digital data capture.

Rights over information are limited. In general, it is up to the prosecutor to
prove that these rights are being infringed somehow. The main issues are:

� Is the work original? The effort put into the selection and presentation
of information has to be your own – ‘sweat of the brow’. For example,
if I take an OS map and process it, the rights of the OS go through to
the new work that I have created. I should have the permission of the
OS both to produce and to distribute the new map and if I intend to sell
it then there is a strong argument that the OS would be owed some
form of royalty as a result.

� Copyright law is limited by ‘good of society’ arguments. Information
copyright is a powerful way of restricting access to data, and so there
is a clause that states that copying has to be ‘substantial’ to infringe
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rights. The main point of argument in any legal action is usually the
determination of how much damage has been caused by infringements.

� Distinguishing between ‘use’ and ‘copying’ in a digital environment is dif-
ficult. Computer network transfer and disk to disk or disk to RAM trans-
fers are all copying activities. This implies that a data supplier could charge
a copyright fee for the use of their product, since it involves copying.

� If I could establish how a piece of software works and launched a prod-
uct that achieved similar results through my own endeavours, I would
not be in breach of copyright unless it could be demonstrated that I had
adopted an entirely similar approach. The same is applicable to data
sets through ‘value added’ arguments.

Under UK law, the standard duration of copyright protection is the life of
the author plus fifty years. For government held data sets, the length of
copyright is 125 years for secret information, and fifty years for published
information. The length of copyright for computer generated products is a
maximum of fifty years. Updates to a computer database do not result in
copyright protection for a further fifty years unless an entirely new and dif-
ferent product is created. However, the recent European Database Directive
provides new rights for database creators within the EU, allowing a data-
base owner to restrict rights of extraction and duplication of a database for
a period of fifteen years following inception. This right can be extended for
an additional fifteen years if substantial changes are made to the database.
Mirchin (1997) provides a useful summary.

The willingness of a surveyor to pay for a property information service
would depend on the extent to which it saved time in collecting data and any
improvement in the quality of advice given to a client that can be reflected in
the fee charged. With regard to public sector data, an aggressive and oppor-
tunistic pricing policy, which is designed to charge commercial rates for data
despite the fact that the data were often collected at the taxpayers’ expense,
means that the data are not charged at the marginal cost of reproduction but
at the price the market will bear (Maffini, 1990). In the UK therefore, data
pricing and licensing arrangements can be a significant barrier to GIS uptake,
especially in the case of access to large-scale OS map data. Copyright is also
a significant barrier to the use of digital mapping and is a major cost when a
consultancy wishes to pass on results of GIS analysis to clients. This will
inevitably lead to reduced accessibility of geographical data for some users
and particularly for a fragmented and price sensitive property industry. Also,
the onward use of data may be restricted, usually through the use of license
agreements or registration of the purposes for which data are to be used. 
A data provider issues a license to use data in particular ways:

� Copy the work
� Distribute to the public/issue copies (there are internet distribution and

security implications here)
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� Perform or display the data
� Broadcast/cable programmes
� Adaptation – for example, summarise data, filter/analyse.

An information manager needs to know the terms of these licenses so that
he/she can ensure that usage falls within licensing restrictions. This becomes
more difficult as the size of an organisation increases but intranet technol-
ogy can be used to police usage through process/license management and
the tracking of users.

Data protection and privacy

When information about individuals is combined with details of where they
live and work, safeguards are required to monitor, regulate and, where neces-
sary, restrict ways in which the resultant information is used. Disaggregated
data are more useful to analysts than aggregated data because of their flexi-
bility for analysis and integration with other data sets, but concern for privacy
may arise if individuals can be identified from the synthesis of data sets. These
privacy issues become increasingly significant as opportunities for data dis-
semination become greater. The responsible use of integrated data requires
safeguards and data security provisions must be acceptable to all parties.

Data protection

In the UK, the storage of personal data about third parties may be subject to
the restrictions of the Data Protection Act, 1998. This Act seeks to ensure the
free flow of information to meet business needs, whilst respecting the private
lives of individuals. The Act applies to the processing of personal data. The Act
does not prohibit personal data from being published but such publications
must respect the provisions of the Act. In many property-based GIS initiatives,
a distinction is made between ‘land and property data’ and ‘personal’ data,
with a legislative framework that supports access to former and ensures per-
sonal privacy by restricting access to the latter. So whereas the Data Protection
Act protects the rights of the individual, initiatives such as the recording of price
paid information on the Land Register and NLIS propose open access to land
and property data. Consequently there is a need to distinguish between prop-
erty data and personal data. For example, when buying a house it is necessary
to know whether a mortgage is outstanding on the property prior to purchase,
but is it necessary to know the amount of the mortgage?

Data Protection involves three interest groups:

� The Data Protection Registrar, who protects the rights of the subject of
a data set.

� The User/Data Controller/Data Processor, who uses/stores information
about the subject.

� The Data Subject, who usually has no idea that there is a problem!
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The 1998 Data Protection Act defines personal data as ‘Data which relate
to a living individual who can be identified from that information or from
that and information and any other information in the possession of or
likely to come into the possession of the data user’ including expressions of
opinion about that individual and any indications of intention of the data
user or any other person in respect of that individual. ‘Identification from
that and any other information…’ means that if two data sets cannot iden-
tify an individual independently, but can be easily integrated to permit this,
then the data in both are personal data.

If data might be personal data, then the user must register with the Data
Protection Registrar the sources of the data, the purposes to which they will
be put, any disclosures that will be made and to whom these will be made
available. The Registrar has six months to reply, during which time the user
may carry on using the data unless previously refused permission or 
currently involved in an appeal with the Data Protection Tribunal. The
Registrar will make a decision about what can and cannot be done with the
data. However, a user who disputes the ruling can apply to the Data
Protection Tribunal for a neutral re-evaluation and ruling. Both the
Registrar and Tribunal have wide-ranging powers and may refuse to regis-
ter the purpose, issue an enforcement notice restricting use, de-register the
data so use becomes illegal, enter premises and seize data sets with or with-
out notice and prohibit transfers to third parties. Data sets that do not have
to be registered or may be exempt from the Data Protection Act include
those listed in Table 9.3.

Freedom of information and access to government information

Freedom of information and data protection legislation vary from country
to country, and cultural and social factors are equally variable. In some
cases, changes in legislation to release key property data may be required to
generate a ‘critical mass’ of data, thus ensuring the viability of property-
based GIS development. There is a corresponding need to ensure that the
rights of the individual are safeguarded.
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Table 9.3 Data sets that need not be registered or are exempt from the Data
Protection Act

1 Data collected for purposes of national security
2 Data collected for purposes of crime prevention and taxation
3 Data collected for statutory purposes
4 Data collected for purposes of health, education or social work
5 Data collected for regulation of financial services
6 Disclosures required by law
7 Data that is in the public interest to make available (journalism etc.)
8 Data held for domestic purposes



Tensions arise in government policy because of pressure on public sector
data providers to be more commercially minded, coupled with restrictions on
their participation in the provision of value-added products and services.
There is also a conflict between financial targets for government data
providers and increasing pressure on openness of data provision (Coopers and
Lybrand, 1996). Onsrud and Reis (1995) suggest a move away from treating
publicly held information as a public good but ask whether the public interest
will be best served by allowing governments to charge for GIS data. There is
little empirical evidence to suggest the best approach, but the question of how
far a government department or local authority can go in collecting and 
selling data before it exceeds its statutory powers must be raised.

In November 2000, the Labour Government passed the Freedom of
Information Act in the UK. This Act will be phased in gradually, with 
a view to full enforcement by November 2005. It gives a general right of
access to ‘recorded information’ held by public authorities and sets out
exemptions from that right. The Act appears to be considerably watered
down from its original, wide-ranging brief. The legislation has so far
achieved little in terms of widening access to land and property data, being
more concerned with exceptions to public information access restricting the
‘right to publish’. The UK needs to look to the US for an example of an
information policy that allows businesses to repackage public domain data.

The Local Government Access to Information Act specifies that public
access must be available for papers relating to meeting agendas for local
authorities. The Geographical Information Charter – a DTLR/Citizen’s
Charter Group initiative forms part of the ‘Government Direct’ move
towards more open access and accountability. European Directives are
being prepared on a number of themes:

� Rights over databases
� Liability for information services
� Data protection
� Access to public sector data – harmonisation of access to data and of

charging regimes across Europe.

Confidentiality – from data secrecy to data dissemination

Confidentiality does not exist as a legal concept in the UK. However, cen-
tral government departments often have disclosure rules for particular data
sets and some have specific restrictions. For example, the 1920 Census Act
restricts dissemination of census information to minimum aggregations of
fifty households and Census of Employment statistics are gathered and 
collated so that individual firms cannot be identified.

An efficient property market requires its buyers and sellers to have ade-
quate access to reliable information on which to base decisions, but ‘the oper-
ation of the property market is constrained by an absence of information,
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with barriers to data transparency arising from several sources’ (Adair et al.,
1998). If the quality of information is poor or it is not available in a suffi-
cient quantity then decision-making will suffer. The property market is
characterised by features that tend to restrict information flow; transactions
occur relatively infrequently when compared with other markets, the hold-
ing period for property is relatively long and confidentiality is a factor with
most transactions. Comparable evidence in support of property valuations,
for example, has always been at a premium and valuers traditionally rely
on an informal network of contacts, or the ‘jungle telegraph’ as it is known,
to obtain such information. It is not difficult, therefore, to find references
in the property press and academic literature that highlight shortcomings in
current data sources, and there have been many calls for the public sector
in particular to review data access policies. Widely publicised reports that
strongly recommend an examination of data access in the property indus-
try include the Mallinson Report (RICS, 1994a) and the IPD/University of
Aberdeen study of property cycles (RICS, 1994b). The Mallinson Report on
commercial property valuations highlighted the property profession’s pro-
tective nature regarding data; explained by the need to maintain a compet-
itive edge, but at the same time, stressed that valuers must work from 
a wide base of comparable evidence. This produces a conflict between the
need for confidentiality of client information and the need for a compre-
hensive property database for property decision-making. Adair et al. (1997)
argue that ‘the property market, unlike other investment markets, has no
formal market place making data collection difficult. The fragmented
nature of information sources, inconsistent geographical definitions and
difficulties involved in data assembly further complicate analysis’.
Paradoxically, given the heterogeneous nature of each property interest 
(if only in terms of each property’s unique geographical location) and 
the financial significance of each decision, detailed analysis of available
information is often required before property advice can be given.

Many market commentators have highlighted the need for a comprehen-
sive property data dissemination strategy. The Mallinson Report (RICS,
1994a) recognised the need for a national property database to improve the
valuation process. There have also been calls for property information col-
lected and maintained by the VO to be released into the public domain
(DoE, 1987; Marriott, 1989; IPD, 1993). Private sector initiatives have
been successful in meeting some of the demand for property data by pro-
viding market indices and databases compiled from published sources but
access to detailed property data remains elusive.

After publication of Mallinson’s findings the RICS General Council
endorsed an institution policy that recognises the need to make public and
private sector property data available, whilst having regard to the confi-
dentiality of personal information. The policy aims to ‘ensure that society
benefits from wide access to land and property information, allowing
informed decision-making and promoting a simpler and more transparent
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property market’. It includes an action plan that seeks to remove barriers
that prevent data dissemination, to encourage data sharing and the re-use
of data, and to promote the adoption of data standards for quality, accu-
racy, completeness and compatibility of data sets.

Adair et al. (1997) found, in a survey of RICS members, that it ‘is gener-
ally agreed that the wider availability of credible data would be advanta-
geous, … [with] greater opportunities available in the industry or profession
through public access to information’. However, ‘data sharing is viewed
with some reservation due to commercial interests involved’ but ‘where
data are utilised … in the analysis of market trends, this is not perceived to
diminish commercial advantage’.

Despite these efforts there are very few true primary sources of property
information. Most of these belong to private sector organisations that treat
them with confidentiality because of their commercial value. Central and
local government also collect primary data but they are often aggregated
prior to publication, such as official statistics. The market for informal and
anecdotal information is, on the other hand, fairly effective and is often
relied upon as a source of vital information. The majority of property data
sources are, therefore, secondary. These are widely available but can often
be incomplete, aggregated, historic, infrequently updated and focused on
specific market sectors only.

Public sector confidentiality

Government is a key geographical data collector and manager. Important
departments as far as land and property data are concerned are listed in
Table 9.4. But government land and property data have been locked away.
Very little data are available at the individual property or land parcel level.
In public sector organisations, such as the VO and Land Registry, statutory
enforcement ensures the accuracy and completeness of data, but govern-
ment sources are subject to many access restrictions and often lack the cur-
rency that is required by many property professionals. Often, the original
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Table 9.4 Important government departments as far as land and property data are
concerned

Ordnance Survey
Land Registry and Registers of Scotland
Department for Transport, Local Government and the Regions
Department for the Environment, Farming and Rural Affairs
Office for National Statistics
Valuation Office
Environment Agency
British Geological Survey
Local Authorities



purposes for which these organisations were required by statute to collect
data are quite different to the marketable uses to which they might now be
put. For example, OS mapping was originally used for military purposes and
the VO collects property transaction data in support of the rating assessments
for residential and commercial properties. The Chorley Report (Department
of the Environment, 1987) made strong recommendations for the release of
public sector data and significant progress has been made, but problems
remain. The price of data is still a substantial barrier, especially for smaller
firms. Unlike the OS and HMLR (which have been very proactive), some gov-
ernment departments have made slower progress, particularly, as far as land
and property data is concerned, the VO of the Inland Revenue.

In contrast, New Zealand’s digital land information is made available at
the cost of dissemination and carries no copyright fees. In Europe, Norway,
Sweden, Austria, Greece, Portugal and Luxembourg all manage to survive
without the government asserting copyright over data collected at the 
taxpayer’s expense. IPRs held by central and local government and govern-
ment agencies create a major barrier to widespread use of government
information (Roper, 2000).

In the UK, government departments were monopoly collectors and
providers of certain information, but had little or no understanding of the
modern electronic information market. In fact, the highest earning govern-
ment monopolies were those that collected geographical data, such as the
OS, HMLR and the Meteorological Office. In the past it made sense to
build information monopolies but this mentality is changing, partly due to
changing public sector doctrine that mimics the US, where information is
increasingly regarded as a national resource rather than a government asset.
Also, technology such as the Internet makes the creation and continuance
of information monopolies almost impossible. We now live in an informa-
tion economy and the stimuli to data release can be classified as legal (such
as price paid data on the Land Register), market (such as Government
Trading Fund agencies like the OS) and technological (GIS and the Internet,
for example). Restrictions to access to public sector data have been organ-
isational rather than technical and these tend to take longer to remove.
Government is becoming a facilitator in the e-revolution so freedom of
information legislation and a national data dissemination network such as
NLIS should encourage innovation and competition in the supply of land
and property data.

Private sector confidentiality

Property consultants negotiate and advise on all manner of property issues
and this is the source of their data. Agents create property data when deals
are struck and transactions undertaken. They are therefore uniquely placed
to collect, compile and disseminate this information, yet Feenan (1998)
suggests that there is a ‘data stalemate’ in the property industry, which can
be explained by a combination of three factors.
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The first is the mistaken belief that data hoarding is the best source of
market advantage. Given the barriers to data sharing that exist within
firms, it is not surprising that the pooling of data resources between firms
has traditionally been regarded with suspicion. There is, therefore, duplica-
tion of effort between firms and a lack of reliable national data sources. The
IPD is the notable exception to this rule. In the information age competitive
advantage may depend upon recognising that property is an information
business and the wider dissemination of data is an opportunity for the pro-
fession as clients seek advice based on interpretation of the facts. At the cen-
tre of a professional service should be an ability to assimilate, interpret and
advise based on data rather than an ability to collect data.

The second factor has been the lack of resources dedicated to the complex
and costly task of data collection. To date the culture in many firms has
been towards progressing the next direct fee-earning task, with the recording
of information from the last task being given a low priority. For this reason
few firms of property consultants possess large databases of good quality,
well-maintained property data. The benefit of good data storage to a firm
is that everyone can have access at all times. This reduces duplication of
effort in searching for data and also reduces costs.

The third factor is the clients’ reluctance to allow private transactional data
into the public domain. Confidentiality constraints and commercial restric-
tions limit public access to property information. Confidentiality clauses
inserted into the legal documents relating to many property transactions pre-
vent the release of property information into the public domain. Details of
selected market transactions are reported in the property press if the agents
involved wish (or are allowed) to publicise the transaction. Unfortunately,
many press releases omit vital information, which is required if they are to
be used for comparable evidence purposes. Also, the extent of geographical
coverage is very poor, especially when categorised by property type. Instead,
an informal network of information dissemination exists among property
advisors. This issue clearly needs to be addressed if the flow of information
is to improve. The success of IPD demonstrates that the confidentiality of
property-level data can be adequately protected through the application of
effective safeguards on the release of information. Subject to these limita-
tions, a high degree of disaggregation can be achieved where necessary. One
solution is for property consultants to publicly advocate an end to confi-
dentiality clauses and to privately counsel clients against their use. Several
organisations now include clauses in contracts with clients that permit them
to use the information for other purposes.

Recently a number of catalysts have emerged that place improved access
to property data high on the agenda. They include:

� The information superhighway and rapid development in information
technology present major opportunities for professions that deal with
data. As Part II demonstrates, GIS, in particular, is well suited to the
management of land and property data.
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� The ease with which data can now be collected, assimilated and
analysed means that clients now demand more information and rea-
soning in support of advice. This has been evident with regard to prop-
erty valuation advice where it is no longer sufficient to provide 
a description and a valuation figure. Analysis of comparable evidence
and an estimation regarding future movements in value are increasingly
being requested.

� The availability of some property data is becoming more widespread
and more competitively priced. It is now possible to purchase a variety
of property and demographic data such as postal address files, large-
scale digital maps, census data and rateable values, all of which can be
analysed using desktop computers with standard statistical analysis and
GIS software.

� The lack of market activity in the early 1990s, also acted as a catalyst
for improvements in the dissemination of property data. For valuers,
when comparable evidence is hard to obtain, advice is harder to sup-
port. This has acted as an incentive for developments such as IPD
where a number of firms have shared data to gain a clearer picture of
the property investment market.

� Government-led ‘N’ initiatives have focused a great deal of attention
and effort in co-ordinating access to land and property data. The NLIS,
NLPG and NLUD are obvious examples.

It is encouraging to note that the quinquennial review of HMLR
(Edwards, 2001) suggested that the Land Registry and the VO should 
collect better information at the time of registration on property types, floor
areas, financial considerations, mortgages and lease information. Land
Registry application forms and Inland Revenue ‘Particulars Delivered’
forms for sales and lettings of property would be consolidated to assist pub-
lication of useful statistics on various property markets in sales, leases and
mortgages. Purchasers and lessees will be required to complete a standard
form to cover the requirements of the Land Registry and the VO. It will also
assist the VO in bringing transparency to rateable value assessments. The
Land Registry is also considering how their data might be combined to
assist publication of more informative property price statistics that take
into account physical and legal attributes of properties when they are
reported on an area-by-area basis.

Data standards

The property industry has witnessed the digitisation of substantial amounts
of property data with the aid of increasingly sophisticated technology, includ-
ing GIS. The public sector, encompassing central government departments
and agencies, such as the Department of Transport, Local Government and
the Regions, the Office for National Statistics and HMLR, OS and the VO,
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together with local government, collect and maintain vast amounts of land
and property information. It is perhaps unsurprising, therefore, that this sec-
tor has led the development of land and property information systems.
Development began in a disparate fashion with each organisation or depart-
ment within an organisation spearheading the digitisation of its own property
data. Often such initiatives were championed by individuals and would suc-
ceed or fail depending on the person’s calibre, motivation and loyalty. The
private sector, also, has realised the commercial value of land and property
data and companies such as Estates Gazette Interactive, Focus, Experian,
Promap and Landmark are all market leaders in the provision of property
data to specific sectors of the property industry.

The development of independent information systems inevitably leads to
data communication problems. Given that the public sector had a head
start, it is this sector that was the first to realise that some standard means
of describing property was required if government departments and other
public bodies were to share property information effectively.

Standards are required to prevent data duplication, access, retrieval and
exchange problems. A lack of standards adds to the cost of GIS projects or
prevents key projects from being taken forward. This section describes key
issues that arise when land and property data are recorded in a database
and, in particular, a geo-referenced database. For example, when describing
a property geographically do we refer to its centre (or seed) point or do we
delineate its boundary? If we wish to store boundary information, should it
be the physical, legal or ownership extent of the building or land parcel?
How should interests in multi-occupancy buildings be classified? These
issues are fundamental to the ability to integrate property data from dis-
parate sources for property market analysis, research and management
decision-making. Some of the issues have been addressed in the British
Standard for an NLPG but there is flexibility built in to this standard,
which inevitably leads to disparity between property databases created by
local authorities. There are also particular concerns when the standard is
applied in a commercial rather than public sector environment. These con-
cerns are also discussed in the following sections.

Standards for geographical data

Standards are necessary for the collection and recording of geographical
data. Standards increase confidence among collectors and users of data by
protecting them against changes in technology. The successful development
of GIS requires the creation of digital geographical data and the technological
and human resources to handle those data. As GIS technology has matured,
the need for methods of promoting data exchange and integration has
increased. The drive for standardisation follows on from pressure to promote
compatibility between systems and data sets and to allow data users to
assess information from external sources.
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Standardisation includes:

� Interoperability: the ability to communicate between dissimilar systems
in such a way that the system providing the service to the user is 
transparent.

� Portability: the ability to move a piece of software and its associated
data from one manufacturer’s machine to another’s. This also includes
people portability, which is the ability to move people easily between
different systems and networks without the need for retraining.

� Scalability: the ability to run the same software or utilise data with
acceptable performance on any size of system.

GIS involves more complex considerations than inter-system compatibility.
For this reason, standards can be required in the following areas:

� Data definition (e.g. feature coding and classification)
� Data description (metadata)
� Data representation
� Data quality
� Data exchange
� Programming and systems development
� Database query design
� Spatial analytical functions
� Open systems
� Graphics protocols
� Networks and communications
� Systems analysis and design.

De facto standards are those developed by industry and readily accepted as
the way to do things. A good example is the DXF format for exchanging
digital drawing files or graphics formats such as TIFF and the Microsoft
Bitmap. De jure standards are legally defined standards, endorsed and pub-
lished by the British Standards Institution or a higher level international
standardisation body such as the International Standards Organisation
(ISO) or Comité Européen de Normalisation (CEN). There is a clearly
defined hierarchy of standards organisations that issue de jure standards.
Although these standards are legally approved, there is no requirement to
use any of them unless specifically called up in legislation. Within Europe,
if a new de jure standard is to be created ISO, CEN and national bodies
must be looked to first to see if a standard exists already. CEN standards
take precedence over BSI standards and ISO standards take precedence over
CEN standards.

The rise of the Internet as a forum for discussion, information search and
retrieval has had a profound influence on the development of geographical
data management strategies. Local, national and international initiatives
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that were difficult or impossible before the advent of the Internet have now
become widespread. National geographic data infrastructures are develop-
ing, and wide-ranging international initiatives are following. Such infra-
structures have far reaching implications for land and property information
management.

A number of countries are exploring the concept of geographical infor-
mation infrastructures following the inception of the National Spatial Data
Infrastructure (NSDI) in the US. NSDI is conceived to be ‘an umbrella of
policies, standards and procedures under which organisations and tech-
nologies interact to foster more efficient use, management and production
of geospatial data’ (Federal Geographic Data Committee, 1996) and
encompasses organisations, technology and information. NSDI depends
fundamentally on co-operation among various levels of government, the
private sector and academia. Other examples occur in Western Europe and
Australasia, including the National Geospatial Data Framework (NGDF) in
the UK, the Australian Geospatial Data Infrastructure and the European
Geographic Information Infrastructure and related initiatives of the
European Commission. In addition, commercial organisations are develop-
ing integrative technologies through the Open GIS forum. There is thus an
emerging ‘Global Spatial Data Infrastructure’ (Burrough, 1997). The uni-
versal motivating factor behind such policies appears to be a perceived need
to optimise the use of spatial information for decision-making in both 
public and private sectors. This should result in greater profitability for the
private sector and improved services for the citizen from the public sector
(European Commission, 1995).

The key requirements of such infrastructures are emerging. Critical factors
are a sympathetic political and regulatory framework, a genuine desire and
willingness to facilitate co-operation between agencies, governments 
and the private sector, the provision of technologies for communications
and data dissemination and the development and implementation of 
universally accepted standards in primary areas of service provision. The
penetration of these factors, and the extent to which they are adopted, will
determine the success of the infrastructure.

Burrough (1997) explains why the creation of such an infrastructure is
not straightforward. The degree to which issues of interoperability, data
exchange and data description impinge upon the user community varies
widely across countries, so that a primary concern must be to motivate
purely local interests to collect, process and make available their informa-
tion to the wider community for uses that were never considered when the
data were collected. This will require legislation, ‘best practice’ guidelines,
standards and incentives on an unprecedented scale.

It is recognised that the integration of multiple geographical data sets
without relevant documentation and appropriate methodologies leads to a
reduction in the quality of decision support. However, the need for a sup-
porting infrastructure is coupled with a requirement to be realistic about
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what can be achieved. Byfuglien (1995) requests clarification of pan-
European requirements for the harmonisation of geospatial data, and for
fiscal and legal considerations to be studied. Problems are compounded
when a ‘local’ infrastructure is extended to the national or international
level. The challenge is not simply the move from NSDI to global ones
(GSDI), but from NSDI to an intermediate level (perhaps an appropriate
term is ‘Multinational Spatial Data Infrastructure’, or MSDI, as exemplified
by the European ESDI initiative) and then to a global scenario.

Whether LIS and associated land and property data infrastructures are at
the local, regional, national, multinational or international scale, large-scale
mapping and cadastral data are the foundations of parcel-based LIS,
although Dale (1991) suggests that locally derived parcel based gazetteers
are also a key to national LIS/GIS projects. Accuracy and geographical com-
pleteness are essential, and indicators of precision, accuracy, currency, own-
ership, authenticity and lineage are equally important. In multi-agency
systems, a nodal approach is commonly applied, whereby the GIS database
is held and accessed over a distributed network and each data supplier is
responsible for accuracy, authenticity and maintenance. An outline of this
structure is presented in Figure 9.2.

The integration of geographical data across organisations, countries and
continents will require technical standards for data definition and classifi-
cation, data representation (including data models), data dissemination and
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Figure 9.2 Nodal structure for a national LIS/GIS.

Source: Larsson, 1991.
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documentation, including common transfer standards and metadata. This
requirement has been universally recognised, as the work of groups like the
Federal Geographic Data Committee, ANZLIC, the European Commission
and ISO illustrates. Development of technical standards is ongoing but, like
the infrastructure developments, of which most of them form a component,
they are being constructed concurrently at local, national and international
levels. In the US, for example, federal government initiatives are moving
towards an NSDI (Federal Geographic Data Committee, 1994a) that will
facilitate the integration of federal and local government geographical
information resources. Similarly, the geographical data standards develop-
ment work by the Commission of the European Communities (see
www.eurogeographics.org for a discussion) demonstrate that the role of
standards for geographical information in aiding data integration is very
significant.

In the UK, users of property data within a GIS environment are becom-
ing increasingly aware of the need for standards for data specification,
description and transfer if the substantial benefits of GIS data integration
are to be fully realised. The Interdepartmental Group on Geographical
Information (IGGI), central government’s co-ordinating body for geo-
graphical information, has examined the potential for integrating the
plethora of spatial units that are currently utilised within central govern-
ment. In a paper describing this initiative, Masser and Blakemore (1995)
explain that much of the geographical data collected by government might
be useful for more than one purpose, but that inconsistency in geographi-
cal referencing frameworks, excessive complexity, lack of accuracy and dif-
ferences in times of measurement mean that integration is often impossible.
They suggest that the establishment of geographical data standards will
greatly facilitate data sharing initiatives and bring substantial benefits in
optimising the use of existing information and reducing data duplication.

The UK approach to standardisation is pragmatic and the main focus is
on information standards that will deliver a direct impact on the way in
which information is handled throughout the UK. A British Standard can
now be developed in six months, from inception to publication, given
enough interest in development. Delay often arises in the adoption of the
standard nationally. Legislation is the best way to achieve this, but not an
easy thing to take forward.

Standards for documenting and describing data

A full understanding of data sets in terms of errors that they might contain,
key definitions and limitations is critical to the analysis process. Therefore,
another type of standard that is seeing widespread application is concerned
with the description of spatial information. ‘Data about data’, or ‘meta-
data’, are now recognised as having a key role to play in the effective trans-
fer of information resources from one place to another. If data are to be
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exchanged between departments, organisations or even countries, basic
information will need to be recorded about them so that others can use them
effectively. Metadata describes a data set and will include information on the
quality parameters described in the section ‘Data access’ of this chapter and
other information such as:

� Definitions and terminology
� Data models
� Geographical extent
� Temporal coverage
� Quality statements and accuracy measures
� Projections and co-ordinate systems used
� Organisation contact details
� Restrictions on use
� Pricing and availability
� Delivery formats.

The biggest problem with data quality documentation and other metadata
are their size and complexity. Typically, a data quality statement can run to
10–15 pages. A metadata document can be as much as fifty pages in length
for a single data set. If users are to be expected to apply such information
and gain value from it, they need to be able to access it easily and quickly.
Web-based approaches and ‘intelligent’ metadata systems that tailor their
responses to the needs of the user are possible solutions. Because metadata
are so cumbersome, a lot of work has been carried out to try and make their
use easier. The AGI have published Guidelines on Geographic Information
Content and Quality (AGI, 1996) and NGDF has produced guidelines on
how to apply metadata standards and developed core high level metadata
standards and ‘discovery’ metadata – the bare minimum necessary to decide
if information is of value. The Americans have developed a Federal
Government standard for describing geographical information (Federal
Geographic Data Committee, 1994b), which has been adopted by all
Federal government organisations and many other local government and
executive agencies under the auspices of their NSDI programme.
Development of a similar ISO standard is currently underway.

If data are to be exchanged between departments, organisations or even
countries, basic information will need to be recorded about them so that
others can use them effectively. Considerable effort has already been spent
in setting up a suite of standards to facilitate the documentation of geo-
graphical data sets. The major effort has occurred in the US, but there are
four key initiatives:

1 US Spatial Data Transfer Standard (SDTS): SDTS resulted in the devel-
opment of a five-point data quality documentation statement, as well
as detailed information about data structures.
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2 US NGDI (NSDI) (URL: http://www.fgdc.com).
3 In Europe, there are parallel initiatives under the CEN banner.
4 At the international level, metadata documentation standards are being

developed by ISO.

Metadata standards will allow users of geographical information to evalu-
ate the usefulness of data resources from other organisations for their own
applications. The issues of data quality and the suitability of data for spe-
cific uses are now being raised in the GIS community. If expensive mistakes
are to be avoided, this type of information is essential because it will allow
potential users to evaluate information resources before they purchase or
use them.

Adherence to data description standards will ensure that land and property
data can be integrated with other data and used for different applications
because users will know something about the data they wish to use. If no
standards apply to a particular type of data then it is vital that as much
information as possible is recorded about the way in which survey and 
collection took place. This will allow the user to decide whether the data
are suitable for a particular application.

Standards for land and property data

An early barrier to the integration of land and property data was the lack
of standard property descriptions. This is confirmed by Adair et al. (1997)
who comment that ‘given the nature of data and the need for data purity, a
common industry standard is deemed essential before data can be success-
fully collected and pooled’. In order to devise a standard by which all land
and property can be described, we must define what we mean by a land par-
cel and a property. It is straightforward to define the extent of a house and
garden with a boundary fence and perhaps of a flat too, although the latter
may be a little harder to represent on a 2D map. But what about a garage
block in a residential area or parking spaces allocated to specific flats? Here
several geographical features comprise a composite property. Some appli-
cations need to refer to the composite property as a single entity, such as tax
assessment, others need to refer to specific features within the composite
property, such as building maintenance management. Further complications
ensue when the properties concerned are complex entities such as an airport
or an industrial estate.

A property-based GIS requires each land parcel to be uniquely referenced
in a standard way. This is usually achieved using a UPRN. If land parcels
are to be located in space, the UPRN will usually contain a geographical ref-
erence. Most countries have therefore adopted UPRNs that relate to their
national geodetic frameworks. Standards are required for describing the
location of properties in relation to one another, such as an address. One of
the major hurdles for a GIS that integrates property data from several
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sources is address-matching between the data sets. This is particularly so
when extensive property data are collected and maintained by different
organisations with their own formats for addresses and property descrip-
tions. Non-addressable properties also require standard recording formats
for describing location. A UPRN is commonly applied in the identification
of such properties but there are problems as different organisations may
define the boundaries of non-addressable properties differently and these
will need to be reconciled.

Inconsistent geographical definitions are sometimes cited as a problem
impeding the analysis of property data. Terms such as the ‘M4 Corridor’ or
‘East London’ are used frequently in the property industry to describe
development, investment or occupier activity. They have the advantage of
being widely recognised but no formal definitions of such areas exist and
therefore their delineation is open to misinterpretation. For example, many
believe that the property map of Central London is being redrawn and the
once distinct boundaries, which separated the West End and the city and
East End are being broken down and extended as city institutions move into
new developments around Canary Wharf and the Docklands. The river
Thames, a natural southern boundary to the city is also no longer perceived
as being so as the area between Waterloo and London Bridge becomes the
focus of many ‘Square Mile’ institutions. Such changes have been brought
about by space shortages in the city and West End, particularly for larger
office requirements. A lack of standard geographical boundaries for prop-
erty markets hinders data integration. Comprehensive, ‘geo-coded’ data-
bases would overcome this problem, providing the flexibility to analyse 
any defined geographical area, but as yet little land and property data are
available in this form.

Other issues surrounding definitional standards can also be identified.
The preoccupation of many data sources with ‘prime’ property and lack of
evidence for ‘secondary’ has often been cited as a problem, but there is no
consensus as to how these two market segments might best be identified.
Again, conclusive analysis will only be possible if the data are collected and
stored in such a way as to support the various definitions researchers might
choose, be they value based, geographical, functional or a combination of
these measures.

Despite the absence of a mandate to develop data standards, representa-
tives from local government have been instrumental in publishing the
British Standard for land and property referencing. Many address databases
exist within each local authority and standard is of vital importance to the
integrated management of address-based and geographical information
within local government. Local authorities are therefore spearheading the
development of standards for land and property data, driven by their inter-
nal requirements for integrated GIS. The Land and Property Gazetteer
Working Party, with a strong local authority influence, were responsible for
the creation of standard referencing methodologies for streets, land parcels
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and address information. The Improvement and Development Agency
(IDeA) has continued the pioneering work of the LPG Working Party by
working with the AGI, the British Standards Institution (BSI) and others on
the development of a suite of standards for spatial information that come
under the banner of British Standard BS7666 (BSI, 1993). BS7666 is a
British Standard for recording property information, which was introduced
in 1993. Migration to this standard will present new opportunities for inte-
grated property management. BS7666 promotes the interchange of land
and property data on a consistent basis (Rackham, 1995). The standard is
in four parts:

Part one: Specification for a street gazetteer. This part specifies the data
to be maintained in a gazetteer of all streets in Britain. District authorities
have responsibility for the creation, demolition and naming of streets. The
standard specifies ways of referencing a street (name, description, route
number or unique reference number) and specifies the means of represent-
ing its spatial location.

Part two: Specification for an LPG. This part specifies the data to be
maintained in a gazetteer of all land and property in Britain. It specifies 
a BLPU, the itemised contents for each entity and the other entities to be
recorded in a LPG. It also specifies the relationship between these entities
and externally maintained data such as the boundary of the land and prop-
erty unit as recorded on a map.

Part three: Specification for addresses. This part specifies a model and
structure for an address. It provides a nationally consistent means of struc-
turing address-based information. It will enable the exchange of address-
based data and aggregation of other data related to it.

Part four: Specification for rights of way. BS7666 is of major importance
to any individual or organisation working with land and property informa-
tion. In particular it can help to reduce data duplication and maintenance
costs, reference multiple applications to the same locations, introduce 
standard search tools throughout the organisation, provide a single point
for maintenance and allow recruitment of pre-trained staff.

The creation of an LPG under part two of the standard draws together parts
one and three because the former is a prerequisite and the latter is achiev-
able in parallel. The aim of part two is ‘to provide a nationally acceptable
method of referencing land and property in order to facilitate the identifi-
cation, retrieval, integration and exchange of land and property-related
data’ (BSI, 1993). The purpose of the LPG is to:

(a) provide a standard method of defining land and property parcels such
that each parcel definition is justifiable and unique and such that the
resulting parcel is meaningful to users;
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(b) define a common referencing system in four dimensions (three spatial
and one temporal) for land and property;

(c) provide methods of identifying and retrieving land and property infor-
mation including those already used by the public;

(d) permit the local creation and national integration of land and property
information.

(BSI, 1993)

Figure 9.3 illustrates the logical data model for an LPG. The figure shows
how the components of the standard are related and how a local and
national gazetteer might fit together. Application databases are linked to the
LPG via an application reference and the LPI records a brief description of
the BLPU. The LPG is, fundamentally, an amalgamation of BLPUs, which
are defined as ‘contiguous areas of land under uniform property rights’ and
are identified by UPRNs.

Under the standard, the extent of a BLPU can be defined according to
ownership, occupation, physical extent or land use. The standard suggests
that ‘in the absence of documentary evidence of ownership then the unit
shall be defined by its physical features or inferred from occupation or use’
(BSI, 1993). The ‘uniform rights’ used to define the BLPUs are recorded in the
provenance code together with provenance annotation. In this way optimum
use is made of the information available. The nature of and relationships
between BLPUs can be complex. For example, flats may be parts of a block
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Figure 9.3 Logical data model for an LPG (after BCC, 1997).
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and fields parts of a farm. In such cases separate BLPUs for the block and
farm can be aggregations of the subdivisions. Horizontal subdivisions such
as flats create particular representational problems on maps. The way in
which these are handled is at the discretion of the ‘local gazetteer custodian’
and custodianship and maintenance of the LPG are the responsibility of the
local authority.
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Overseas case study: BS7666 in practice – the Bristol LPG

The purpose of the LPG is to provide a central core to all GIS appli-
cations within Bristol City Council. It will be the primary means of
entry to the map base and a common referencing system for all
streets, properties and areas of land within the city.

(BCC, 1997)

The Bristol LPG is a land parcel-based database in which BLPU
boundaries are recorded. The BLPUs in the Bristol LPG are based on
a combination of physical, occupancy, use and legal extents. BCC 
collected boundary data for every BLPU, which were derived from
internal sources including local tax, planning, environmental, elec-
toral register and the land terrier, and external sources including the
OS and HMLR.

BCC have provided guidance on the allocation of BLPUs to subdi-
vided property (BCC, 1997):

� Allocate one BLPU for the overall property (building and
grounds) – usually in single ownership but at least the subject of
some collective property rights.

� Allocate separate BLPUs for each unit (e.g. flat) within a block.
These BLPUs may have their own seed points if physically identi-
fiable but more often would overlay the seed point of the main
building.

� Car parking spaces, allotments and grave plots are not normally
designated separate BLPUs but they could be recorded in BS7666
format in a linked application database.

� It is advisable to include subdivisions in an LPG as they are 
easier to delete than to insert.

BCC (1997) also provide guidance on valid BLPU types:

� All conventional house, garden, garage combinations where they
are not divided by another unit such as a road or path.

� Individual plots, garages, etc. where these are identified (not 
normally a block of garages in a communal space serving a block
of flats).



BS7666 issues

The following sections examine some of the issues surrounding the creation
of a BS7666-compliant LPG and suggest some ways that the current 
standard might be improved.
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� Aggregations and disaggregations of BLPUs where an administra-
tion, ownership or use brings together or divides the units, for
example:

– individual flats in a block and the communal space;
– sub-units on an industrial estate;
– plots on a building site;
– shops in a retail space;
– allotments or graves in local authority ownership.

� Public space (roads, paths, open space, parks, pedestrian areas,
etc.).

� Geographic features (lakes, rivers, coastal margins, etc.).
� Historical BLPUs.
� Provisional BLPUs (construction sites, planning applications).
� Super BLPUs (collections of units such as administrative areas,

business parks or conservation areas).
� Mobile BLPUs (house boats, caravans, etc. – reference mooring or

hook-up point).

Each BLPU is linked to an LPI via its UPRN. The LPI includes an
address and unique street reference (as defined in BS7666 part one).
A one-to-many relationship can exist between BLPUs and LPIs. Thus,
the LPIs record a primary address plus any additional address aliases
that may exist. So the main components of the LPI are the UPRN
from the BLPU, the USRN from the National Street Gazetteer and suf-
ficient elements from the hierarchy of Primary and Secondary
Addressable Objects necessary to uniquely identify the BLPU. An
Addressable Object is a real world object that has a fixed location and
that may be identified and referenced by means of one or more
addresses. A Primary Addressable Object Name (PAON) is simply the
name given to an addressable object that can be addressed without
reference to another addressable object, for example, a building name
or street number. A Secondary Addressable Object Name (SAON) is
given to any addressable object that is addressed by reference to a
PAON, for example ‘First Floor’. Both PAONs and SAONs are struc-
tured to hold both numeric and character data. The data model for
BS7666 used by BCC is shown in Figure 9.4.



Derivation of BLPUs

The development of an LPG in Bristol has demonstrated that the creation of
a gazetteer involves linking data from a variety of sources. The BS7666 stan-
dard states that ‘in the absence of documentary evidence of ownership … then
the unit shall be defined by its physical features or inferred from occupation
or use’ (BSI, 1993). However, the data sets that record ownership, occupa-
tion and use information in England and Wales suffer a number of disad-
vantages and allowing each authority to source these data sets without
guidance will lead to inconsistencies. Consider each method of defining a
BLPU in turn.

LEGAL RIGHTS

Legal rights are recorded by HMLR. The spatial extent of the legal right is
illustrated on the Land Registry Title Plan and the information is publicly
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Figure 9.4 Logical data model for the Bristol LPG (after BCC, 1997).
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accessible, for a fee. However, Fairbairn (1993) lists several drawbacks with
this information:

� the data set is geographically incomplete (but improving);
� land-related burdens, overriding interests and souvenir plots are not

recorded;
� financial burdens are not disclosed; and
� only freeholds and leaseholds longer than twenty-one years are

recorded.

HMLR has digitally scanned all of the Title Plans. However, these images
are ‘island maps’ that are unable to include topographical relationships
(Tobin, 1995). The Land Registry has therefore embarked upon a pro-
gramme of full digitisation of both the Title Plans and Index Maps, that will
be consistent with OS mapping. Since the end of 2001, new Title Plans are
prepared digitally and Index Maps will be digitised by 2004.

OCCUPANCY

Address details of hereditaments (taxable units of occupation) are available
from the VO. This level of detail in a property database may be of greater
use to property professionals than a cadastre that records only land parcels.
The main problem is how to record the spatial extents of these units of
occupation and how to maintain such fluid information.

PHYSICAL EXTENT

The UK has no cadastre in which land parcel boundaries are fixed with ref-
erence to a co-ordinate system. Instead we have a general boundary system,
which means that the line-work on OS maps does not delineate legally
enforceable boundaries between land parcels.

BS7666 and OS Mastermap

BS7666 states that ‘for the area covered by a gazetteer, the entire surface
shall be accounted for by defined BLPUs’ (BSI, 1993). This statement sug-
gests that a parcel-based land information system or cadastre should be cre-
ated. However, due to the way in which the BLPUs may be constructed this
would be a cadastre based on general boundaries that have been derived
from several sources. BCC admit that ‘ideally, a BLPU would have a unique
boundary but in practice different boundaries could be associated with a
BLPU; therefore an extent provenance is also included in the format, that
is, T � from title deed, P � derived from physical features or OS digital data
and A � approximated for identification purposes only)’ (BCC, 1997).
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OS Mastermap is a national set of spatially contiguous polygons derived
from topographic features recorded on large-scale digital maps. It would be
helpful in terms of boundary reconciliation if the BLPUs defined using
BS7666 are related to the land parcels portrayed by Mastermap. In BS7666,
individual local authorities are left to decide whether the legal, physical or
occupational extent of a land parcel should be used to define its extent. As
a result, incompatible local LPGs may result and the process of looking up
the derivation of BLPUs will be time-consuming.

Maintenance of BS7666-compliant LPGs

The BLPU and associated provenance information transmits the complex
relationships between occupation, use, physical extent and ownership that
characterise the property market. Buildings and their occupants create one-
to-one, one-to-many, many-to-one and many-to-many relationships with
one another.

Take a hypothetical example: the Bristol LPG refers to one BLPU as 1–2
High Street, Clifton. This land parcel is under uniform ownership, occupa-
tion and use and comprises two separate buildings. The Rating List records
the land parcel as one hereditament. The planning authority, HMLR and all
of the utilities regard the parcel as one entity with a single address. The
owner decides that one of the buildings, 2 High Street, is surplus to
requirements and instructs an agent to dispose of the interest. In drafting
marketing particulars the agent refers to the property as 2 Plaza Buildings,
High Street, Clifton, perhaps to enhance the image of the property. This
address is used by the Western Development Partnership to market the
property to a wider catchment and a tenant is eventually found. The agent
immediately informs EGi that a deal has been done on 2 Plaza Buildings
while the new tenant notifies the Post Office of the new address as Ground
Floor, 2 High Street, Clifton. The property has been split and new addresses
have been created. The local authority is the custodian of address informa-
tion in the UK so for a LPG to work it requires the collaboration of all of
the above individuals and organisations. This is the only way that external
data collectors, users and suppliers will be able to keep up with a constantly
changing database.

Geographic information is rarely static and longer term plans for how to
deal with obsolete data and how to review and monitor progress in
response to user needs must be considered. Only unilateral use of BS7666
will prevent data cleaning and associated costs being incurred each time
data are used for another purpose or combined with other data.

Multi-occupancy properties

BS7666 promotes the creation of parcel-based LPG. Many property 
professionals require access to information on individual property interests
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rather than land parcels. Although a LPG may record a UPRN for each
property interest in a building their geographic positions will be concurrent
and will thus be displayed as one point only. This is illustrated in Figure 9.5.
It not only hinders the display of property interests but also prevents 
spatial analysis because each interest is referenced to the same geographic
position.

One way of representing multi-occupancy properties in an LPG geo-
graphically may be an object oriented database. This will allow a location to
be simultaneously occupied by more than one object (Tobin, 1995). Another
solution might be the use of a database or GIS that is able to display and
analyse information in three dimensions. Both of these methods are techno-
logically advanced but the property profession needs to consider the best
way to represent multiple occupancy buildings in an LPG geographically.

The UK Standard Geographic Base (UKSGB)

The development of an NLPG provides an excellent opportunity for estab-
lishing a standard means of aggregating and disaggregating of property
data. The UKSGB is a standard authoritative and central source of infor-
mation about geographical areas, including their names, codes and bound-
aries. It comprises a published set of widely used postal and administrative
geographical units. It is a single point of contact for descriptions of com-
monly used geographical data including names, codes and boundaries. Key
data sets include the Central Postcode Directory and Postcode Address File
from the Royal Mail, and AddressPoint and digital map data from the OS.
The information is published on the Internet and the data descriptions are
based on metadata standards provided by NGDF (1998).
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Figure 9.5 Seed points for property interests on each floor of a building.

 



Figure 9.6 illustrates the way in which the core spatial units are struc-
tured in the UKSGB data model. For the standard to be successful, wide-
spread awareness of the UPRN as a means of referencing land parcels and
properties is key. But there also needs to be careful consideration of census
and other area-based geographies such as land use change statistics. These
need to be maintained in a consistent format to enable time series analysis
and forecasting. The UKSGB also needs to consider education, labour 
market and travel-to-work-areas.

With regard to the integration of data from LPGs, a data ‘thesaurus’
approach could be considered providing linkages between different defini-
tions of the same land parcel. This might be useful where boundaries of
land parcels are difficult to define. The overriding consideration is that the
data classification must be unambiguous, flexible and adaptable to aggre-
gation for the maximum range of uses. Perhaps the most important issue 
is the establishment of a single source of geo-referenced address data as 
a foundation for the UKSGB.
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Figure 9.6 Core spatial units in the UKSGB.

Source: UKSGB, 1995, DETR, used with permission.
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Land use data

The NLPG will create a framework for identifying and mapping land uses
on a national basis. It is important then that BS7666 LPGs are constructed
in such a way that the data may also be used to populate the NLUD. This
will involve the use of a common referencing standard wherever possible.
Compatibility between BS7666 BLPUs, OS Mastermap land parcels and
NLUD basic spatial units is a crucial issue for local authorities if they are
to reap maximum benefit from economies of scale of land and property
data collection.

Maintenance of these data is going to be very difficult, particularly in
urban areas. This is why similar surveys in the past were not regularly
updated. The ability to track history of geography is very important and
therefore maintenance must handle transition to any new units created.

Summary

There can be no doubt that the property market is hindered by poor access
to comprehensive property data. This is just one of a number of factors that,
in economic terms, mean that the property market is imperfect. The property
market is unique: every property is geographically distinct, there is no central
market place, there is a long lead-in time for the supply of new property and
longevity of existing property distorts the supply and demand cycle. The high
cost of individual assets, long holding periods, high transfer costs and illiqui-
dity of property assets means that comprehensive, up-to-date, accurate data
are vitally important. It is for these reasons that a sea-change in the provision
of data in the property profession will ultimately be inevitable.

Historically, comprehensive property data have been difficult to obtain in
England and Wales due to legislative restrictions, commercial secrecy and pri-
vacy concerns. The expense of map data and paucity of attribute data has
hindered the development of GIS applications in the property industry.
Despite this the property market is one that operates relatively efficiently,
property assets are not substantially overvalued or undervalued for signifi-
cant periods of time. Much of this is due to the informal network of infor-
mation dissemination that has developed within the industry, a network that
is complex due to the high number of small firms. It is this informal network,
with its barriers, restrictions and attitudes that must be tackled if a compre-
hensive GIS-based property information system is to succeed. The technical
issues surrounding the hardware and software requirements are straightfor-
ward compared to the awareness, confidentiality, commercial secrecy, train-
ing and education issues that are of paramount importance. Probably the
most important technical issue to tackle initially is to develop referencing
standards for land and property data as a prerequisite to data integration.

The ability to integrate land and property data with other data sets 
geographically will allow property market analysts and decision-makers to
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ask questions that would have been difficult and time-consuming to answer
in the past. But for this to occur an appropriate framework of standards for
defining and representing land and property data that is accessible and uni-
versally acceptable must be in place. Once data integration has been
achieved, the maintenance of the system and procedures for the updating of
data must be carefully considered. But barriers remain – not least the price
of data and lack of awareness of potential benefits.

BS7666 was published because the public sector had experienced signifi-
cant problems referencing and describing land and property data. As more
organisations digitise their property data sets the use of the standard will
increase. The creation of LPGs is designed to lead towards the development
of an NLPG. The NLPG is widely anticipated to be a very useful initiative
in preventing data that are purchased from various suppliers being refer-
enced in different ways. There are particular problems with addressing (and
some of these were highlighted by the IPD case study in Chapter 8) and
postcodes. Postcode geography is not stable and the boundary changes that
come as Postcode Address File (PAF) updates are difficult to handle. Unit
postcodes are a generalisation of settlement geography designed for speedy
delivery of mail. They represent the spatial average of approximately 14–17
properties on a postman’s delivery and are geo-referenced by a single point.
Their geography is not that of clearly defined areas (Thurstain-Goodwin
and Unwin, 2000).

But GIS is not just about systems. There are human, information and
commercial issues to be considered. Having defined the task and outlined
system and data needs, access to certain information may not be possible
due to confidentiality constraints or legislative barriers. Certain informa-
tion is commercially and personally sensitive and must be handled accord-
ingly; copyright law and the Data Protection Act must be adhered to. The
information that is collected or purchased may need to be integrated so that
analysis can occur and the data formats may be incompatible. A land and
property information manager needs to be aware of the rights that exist in
the data that he/she is responsible for. Appropriate authorisation for use
needs to be confirmed before data can be applied in particular ways. There
are also data protection issues. If a data set might allow for the identifica-
tion of an individual, it should be registered. The sources of data and dis-
closure within the system should be carefully considered to prevent
identification of individuals.

Organisations such as the Department for Transport, Local Government
and the Regions, Bank of England and the Royal Institution of Chartered
Surveyors have recognised that there are strong public policy arguments in
favour of developing more comprehensive property data, and all are
actively engaged in discussions to promote this. Private sector initiatives
have been successful in meeting some of the demand for property informa-
tion by providing market indices and data compiled from other sources, but
access to disaggregated property market data remains elusive.
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Larger firms may feel that their in-house data resources give them a com-
petitive edge in the property industry. Nevertheless, they are not immune to
data pressures: the traditional structure of surveying practices (departments
relating to areas of technical expertise such as valuation, agency and rating)
is under threat. Clients increasingly demand project-based consultancy
(property strategy and information systems for occupiers, for example). This
requires improved data flows between departments. Such consultancy
requires client confidentiality and is not perceived by clients to sit comfort-
ably with the informal data sharing philosophy within the traditional sur-
veying practice. There are still substantial organisational issues to overcome.
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Introduction

The successful implementation and management of GIS requires thorough
consideration of business requirements, a sound business case and careful
planning of the implementation strategy and system management. In this
chapter we provide an overview of the most important considerations for
land and property sector organisations that are interested in implementing
a GIS. The next section considers the implementation of a desktop GIS from
the perspective of a small business or single department within a larger
organisation. The ‘Corporate GIS implementation’ section develops the 
discussion of the implementation process and related issues from the 
perspective of an organisation-wide or corporate GIS solution. Planning for
implementation is discussed, including problem recognition, obtaining
management support, the identification of the benefits and costs of GIS and
financial analysis of GIS implementation. The issues that arise during GIS
implementation are also explored including project definition, system
design, installation, maintenance, update and review. The section on
‘Implementation issues for national land and property management initia-
tives’ turns briefly to the issues that arise when implementing GIS in sup-
port of national land and property information initiatives. In ‘Organisation
and administrative issues for GIS implementation’ we examine some of the
organisational and management issues that are raised by the development
and use of GIS, and describes some of the lessons learnt by public and 
private sector organisations when implementing the technology.

Project-led GIS implementation

There are three stages in the process of GIS implementation:

(a) Problem recognition and project definition
(b) System design and installation
(c) Maintenance, update and review.

The scale of the GIS project will influence the amount of time and effort
that is spent in considering these issues, but any organisation wishing to
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consider the introduction of a GIS should spend some time thinking about
each one.

Problem recognition and project definition

Aronoff (1989) suggests six types of problem spark interest in GIS:

(a) Existing geographical data are out-of-date or of poor quality. For
example, there may be redundant information stored that makes
searching for and retrieving data inefficient.

(b) Data are not stored in standard formats and maps vary in quality from
one area of the organisation to another. At the same time, different
methods of data capture are employed, such as aerial photography,
hand drafting, photographic enlargement and photocopies.

(c) Several departments collect and manage similar geographical data and
different forms of representation, data redundancy and related ineffi-
ciencies are evident in the collection and management of the data.

(d) Data are not shared due to confidentiality and legal concerns.
(e) Analysis and output are inadequate.
(f) New demands are made on the organisation that cannot be met using

the data and technology currently available.

Whereas a corporate GIS implementation might involve a great deal of
feasibility study and cost–benefit analysis, a small GIS project might be jus-
tified on the basis of a short-term payback over the life of a specific proj-
ect. This makes cost justification more simple but probably harder to
achieve in some cases. The main costs are data, human, computer-related
and maintenance and update related. Also, a small-scale GIS project can be
regarded as a pilot for wider use of GIS within an organisation.

The best way for a small-scale GIS implementation to work is to focus on
an application or business process that is geographical and requires the
integration of data from different sources. If this is the case then GIS, rather
than some other form of information system, might be suitable. Peel (1995)
suggests that a successful GIS implementation in the land and property 
sector requires an application where data integration and spatial analysis
are key requirements, such as development control. Furthermore, if soft-
ware and investment in data can be justified on the basis of a single appli-
cation then that is a bonus, but it is worth remembering in the cost–benefit
analysis that the data and software will also be available for other applica-
tions, subject to copyright and confidentiality considerations. The key is to
get in-house data in order first because often that is the most expensive part
of a GIS implementation for a small business.

System design and installation

GIS implementation can be large or small scale. Small-scale GIS implemen-
tation is obviously easier than an organisation-wide or corporate GIS
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implementation. This is borne out by the many local authorities that have
invested in GIS. Most have done so at a departmental level rather than
authority-wide. The same is true for the private sector: organisation-wide
implementation takes a great deal of planning, resources, investment, skill
and commitment, as ‘Corporate GIS implementation’ section will testify.
Consequently, many GIS implementations, especially in an industry charac-
terised by a large number of small firms, have been application-led. In other
words, GIS has been introduced to meet a particular business need. For
example, IPD introduced GIS to perform a geographical analysis of prop-
erty investment portfolio performance on behalf of clients, and property
consultants JLL and FPDSavills invested in GIS to aid business relocation
advice to clients. A primary aim must be for the investment in GIS to gen-
erate a sufficient return.

Whereas GIS used to require powerful UNIX workstations, nearly all GIS
software is now available on desktop PCs. It is possible to purchase desk-
top GIS software for under £1,000 but it is important to remember that GIS
software on its own is useless – like an empty spreadsheet. It requires data,
skilled staff to analyse and interpret the data and produce output in the
form of maps and reports. GIS, like any other information system, is data
hungry and a problem that the property industry has suffered from for 
a long time is poor management of data and a strong sense of data secrecy,
which inhibits data sharing. Fortunately, the cost of data is tumbling as
more data suppliers enter the market and bid prices downwards.

In the long run, application-specific GIS implementations are expensive
to undertake. It is generally regarded as an inefficient use of information to
collect data once and not update them and use data for one purpose only.
It makes better business sense to have a long-term view of data collection
and management. Application-specific GIS implementation prevents the
realisation of one of the key benefits of GIS use in an organisation – that of
adding value to data collected for a specific purpose by using it for another.
Consequently a cost–benefit analysis based on just one application may not
include all of the potential benefits that a GIS may offer an organisation.
Nevertheless, GIS implementation has to start somewhere and it is invari-
ably driven by a specific business need in the first instance.

Maintenance, update and review

The first stage of the geographical analysis of data might include the simple
geographical display of proprietary maps (such as large-scale OS mapping,
AA road maps or aerial photography) and the overlay of in-house data on top
of those maps. This apparently simple process involves the installation of GIS
software, the digitisation and geographical referencing of in-house data and
the purchase of external map data and possibly other information such as
aerial photography from third parties. It is important to think about the scale
of the mapping required and the geographical extent of its coverage because
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both of these factors will have a very significant impact on the cost of 
external map data. It is also important to think about the licensing and
copyright issues surrounding the use, reproduction and publication of any
map-based output from the analysis. Most providers of digital mapping and
geo-referenced data in the UK require copyright approval prior to repro-
duction. Perhaps the most significant factor in determining the success or
failure of such an undertaking will be the availability of skilled staff. A suc-
cessful small-scale implementation will require personnel who understand
the issues of geography, data management and data availability that enable
pragmatic decisions to be taken about the purchase and configuration of
data. Such individuals should also be able to make sensible recommendations
about how to maximise use of the analytical functionality of a desktop GIS
application and will need to be able to provide sensible and pragmatic solu-
tions to problems with limited resources. If the right person can be found,
this should maximise the chances of early gain from implementation in 
a small firm or single department.

The choice between and mixture of external and in-house data in a GIS
project may be driven by cost and fitness for purpose with regard to exter-
nal data and availability, quality and accessibility with regard to in-house
data. For example, are in-house data in a GIS-ready format? Have they
been geo-referenced? As mentioned in Chapter 9, the Association for
Geographical Information (AGI) has published a set of guidelines on geo-
graphic information content and quality (AGI, 1996). The guidelines are
designed to help those who require geographical information determine
that it is fit for its intended purpose and how to decide which aspects of
quality are important given different user objectives.

Implementing a desktop GIS in the private sector

The IPD supplies market indices and portfolio performance statistics to the
property industry. At IPD, the first problem that the implementation of 
a GIS sought to address was the quality of the address information about
each building held in the Databank. Many addresses of properties held in the
IPD databank were of a dubious quality, leading to possible geographical
coding errors (both at a regional and local authority district area level), the
extent of which was unknown. IPD’s local market area statistics were based
upon 1974 district boundaries and postal areas within London. The rather
historic method of coding properties based on postal towns inevitably led to
certain properties being coded within the wrong district area, and possibly
even the wrong region. The extent of this problem was also unknown. Other 
problems were associated with IPD’s standard definition of geographical
areas. Many data suppliers to IPD find it difficult to associate certain postal
areas to specific blocks of streets unless provided with a street map showing
the area boundary. This meant that in some cases clients found geographical
enquiry of the Databank difficult. Small micro-level analysis of local 
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property markets had previously relied on postcodes. This reliance on 
postcodes for geographical classification meant that any micro-level analy-
sis within IPD was constrained to Central London (the location of most
addresses with postcodes). Similarly clients requesting a geographical 
analysis of the Databank on areas not standard to IPD found the process
difficult and time consuming. Due to the inflexibility of the Databank for
geographical analysis the scope for joint projects with other firms was
therefore limited.

In the early days, GIS implementation at IPD focused on data integration.
This is regarded as the key to successful GIS application. All IPD records are
geo-coded using addresses and grid references and a unique reference for
each lease is used as the identifier. OS CodePoint™ was used to assign 
geo-codes based on postcodes and address records are largely BS7666 com-
pliant. The assignment of postcodes had to be carried out at the time of data
collection from the supplier. This presented problems because some suppli-
ers assigned incomplete or inaccurate postcodes. If standard addresses were
used, they would see benefits in terms of faster transaction times.

A data quality issue arose when assigning property data to relevant local
authority districts. Inconsistent referencing of addresses was found to affect
performance statistics. In other words, statistics would change depending
on which properties were allocated to which district. GIS was used to 
produce maps showing the location of the local authority boundaries and
the location of data points classified by their stated local authority district.
It was then possible to identify which properties were incorrectly coded.

The establishment of NLPG will bring great benefits to organisations like
IPD who can spend considerable time and effort coding data. Other prob-
lems that had to be overcome included the geo-coding of current and 
historic data from the Databank.

Corporate GIS implementation

Organisation-wide or corporate GIS implementation should not be taken
lightly! The process is usually longer term than an application-led GIS
implementation and it can be months or years before a corporate GIS is
fully operational. Calkins (1997) provides an excellent summary for man-
agers of critical factors that the prospective GIS user should be aware of.
Three main points arise from their discussion:

(a) A corporate GIS requires the building of large databases and configu-
ration of hardware and software before it becomes useful. The con-
struction process will involve database design and configuration, may
require bespoke applications development to tailor off the shelf soft-
ware to corporate requirements and is likely to require substantial 
testing. Such tasks are complex and will require careful planning and
proper management if success is to be assured.
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(b) GIS is, at present, a technological innovation. The adoption of techno-
logical innovations is not always straightforward. Staff may require
retraining, new ways of working may need to be developed and new
systems will need to be tested and calibrated before they can be used for
production work.

(c) One of the key benefits of GIS cited throughout this book has been the
opportunity it presents for bringing together and sharing data
resources. A necessary condition for maximising the benefits of 
an information system is for different departments and organisations to
co-operate and to pool resources. In this way, the information system
becomes an organisation-wide resource and its potential contribution
to working practice is correspondingly increased.

Using the same three stages in the process of GIS implementation from the
section ‘Project-led GIS implementation’, this section describes the process
of GIS implementation at the corporate level.

Problem recognition and project definition

In order for an organisation to become interested in acquiring a GIS, some-
one within the organisation must perceive that the way in which they store,
manipulate and analyse information is inadequate for their needs. Equally,
there must be an awareness of the capabilities of GIS technology and the
potential of GIS to address problems within the organisation.

To obtain a successful outcome, it is critical to gain the full support of the
decision-makers who will be required to commit resources to the project.
Decision-makers will need to be assured that the GIS project will be devel-
oped and managed in a sound manner and that there will be measurable
benefits for the organisation resulting from GIS implementation. They will
need to know:

(a) What a GIS is and how it is used. Examples of GIS application should
demonstrate the use of GIS in a context that is familiar?

(b) What GIS can do for the organisation?
(c) What the indicative costs and benefits of such a system might be?
(d) How long GIS implementation will take and the time that is likely to

elapse before the benefits of any new system are felt?

Once a broad base of management support has been obtained and a clear
need for GIS has been identified, the next phase of implementation is to for-
mally define the GIS project and establish aims and objectives, outcomes and
milestones. A carefully managed development plan is essential for success
and administration of such projects requires strong leadership. Openshaw 
et al. (1990), in a rare published example of constructive analysis of a failed
GIS project, cite clear definition of requirements and the consideration of
long-term project management issues as key elements of success.
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The project definition and planning stage determines the scale and scope
of the implementation process. It will usually involve the following tasks:

(a) Identification of the current role of spatial information.
(b) Production of a project plan or project proposal.
(c) Undertaking one or more feasibility studies.
(d) Production of a detailed business case that builds on the project pro-

posal and includes sufficient information to determine potential costs
and benefits.

(e) Identification of potential costs and benefits.
(f) Financial analysis of GIS implementation.

These tasks are considered in more detail in the following sections.

Identifying the role of spatial information

The role of this task is to identify where geographical data are being used
at the moment, to explore how these data are applied to the work of the
organisation and to suggest potential ways in which GIS might be used to
improve the management and analysis of such information.

The project proposal

The project proposal should define objectives, identify requirements and
determine user needs and likely GIS products. The project plan should be
dynamic, adaptable and refined as better information becomes available.
Plans will be very general during the early stages of implementation and will
probably just comprise a description of why it is necessary to investigate
further and a broad strategy for proceeding. For those charged with devel-
oping a project plan, it is important politically to discover who or what is
the force behind the interest in GIS. The individuals involved and the sig-
nificance of the problem are important in determining how to proceed with
selling the idea to the organisation.

A sensible approach is to focus initially on proven applications for which
there are high levels of demand but to have a long-term plan for multi-
purpose systems and for flexibility in future development. Part II of this
book illustrated that there is great diversity in applications to which GIS are
put. For example, on a yearly basis, over 60 per cent of enquiries to the
Swedish Land Data Bank have no direct connection with land transfer or
title registration. A willingness to adapt and to think laterally emerges as a
key factor for success. When switching from a paper-based system to a com-
puterised GIS, alternatives must be fully considered.

Feasibility studies

Many subjects might be considered for such studies. Examples might be 
an assessment of the amount and types of map use in the organisation, 
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evaluation of the state of the art in GIS technology, identification of poten-
tial GIS benefits and application areas within the organisation. Other pos-
sibilities are an indicative study of user requirements, the identification of
key potential users or an estimation of the project budget. The goal of such
studies is to reduce uncertainty and provide illustrative material to comple-
ment the project plan.

Business case

A business case should define the expectations of senior management about
the role and performance of the GIS within the organisation and its contri-
bution to business practice. Over optimistic expectations are frequently
cited as a reason for failure in GIS implementation. To gain a full under-
standing of the potential costs and benefits of GIS implementation the
impact of a GIS on the organisation and business as a whole should be
taken into account. Maffini (1993) suggests that the focus should shift from
cost reduction to value enhancement. GIS should not just be regarded as 
an add-on to existing technology, but as a potential replacement to some
existing data management techniques. Maffini (1993) suggests that there
are several ways that GIS can contribute to business activities:

� Changing the way in which the collection and processing of data is car-
ried out.

� Using the GIS to facilitate spatial analysis rather than simply as a map
output tool.

� Restructuring the business by promoting decentralised units.

Identifying the benefits of GIS implementation

There is only limited evidence to support the measurement of the financial
costs and benefits of a GIS. However, in the US, ‘those local governments
engaged in selling GIS data sets to the private sector have found that land
and property data are in more demand than any other layer of information’
(Onsrud, 1995). Strassman (1985) found that information systems reduced
both direct and indirect costs, but that their contribution to profitability
was marginal. Smith and Tomlinson (1992) investigated GIS benefits for the
city of Ottawa and found that the time required to search and respond to
requests for information was reduced by 50 per cent through GIS use.

We can divide the benefits of GIS implementation into two types: tangible
and intangible. Tangible benefits can be clearly defined and are typified by 
a statement like ‘the cost of producing maps will be reduced by 20 per cent’.
They include reduced operating costs, staff time savings, cost avoidance and
increased revenue. Intangible benefits are less easy to identify and include ben-
efits like improved decision-making, decreased uncertainty or an enhanced
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corporate image. Such benefits are difficult to value precisely in monetary
terms. Because of the difficulty of quantifying intangible benefits, it is often
prudent to list them and leave their evaluation to the project decision-making
group. Intangible benefits are often tied to expected products. These products
might be the same as before but created using GIS techniques or new 
products that could not be produced without GIS. It is difficult to define some
products – map or report is easy to see, a database query is less so.

In order to try and quantify the benefits that a GIS might offer, Parker et al.
(1988) suggest six classes of value:

(a) Return on investment.
(b) Strategic match – value of GIS strongly aligned to the extent to which

GIS supports business strategy.
(c) Competitive advantage – GIS may aid competitive advantage.
(d) Competitive response – competitors may use GIS.
(e) Strategic information system (IS) architecture – value of GIS may be

enhanced if fits in strongly with IS requirements.
(f) Management information – provision of effective management infor-

mation is a strong benefit.

Obermeyer and Pinto (1994) suggest that managers should look for benefits
in the following areas:

(a) Piggybacking – some applications can be given a flying start because
they can be introduced on the back of another application. For exam-
ple, a property management company GIS may be justified on the basis
of operational management. If the marketing department wishes to
introduce GIS in the same company, the basic facilities are already
there.

(b) Faster flow of information – improved customer service and faster
access to information are substantial sources of efficiency saving.

(c) Easier access to information – quicker access goes beyond time saving
in that more readily available information sparks off creativity and
enhances the decision-making process.

(d) Opportunity hours – effective management of time can release staff to
do productive work.

(e) Better control – managerial control over work flow and work pro-
grammes brings benefits of proactive management.

The potential cost reduction benefits of GIS can be estimated using a two-
stage process. First, the current cost of using the data that will be placed into
the GIS database must be ascertained. Next, the portion of this cost that will
be saved by using GIS should be estimated. A fast way to estimate the cur-
rent cost of map data is to interview the supervisors of departments that will
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benefit from the GIS with the aim of finding out the amount of time the staff
currently spend using mapping data (Korte, 1997). ‘Use’ is defined here in
the broadest sense, and covers data collection, maintenance, analysis,
retrieval and distribution. The cost of current use can be derived by com-
paring the amount of time each employee currently spends on these tasks to
the total cost of employing that person (their salary plus indirect costs) and
totalling these for the department.

An interview procedure like this is usually carried out formally as part of
system planning process. More sophisticated approaches to work and cost
assessment can be used and may produce more accurate results but will also
involve a much greater level of effort (Korte, 1997). It may be necessary to
estimate current costs by examining the cost implications of particular busi-
ness functions. It is important to not to overlook the cost of tasks that are
contracted out and which could be reduced by the GIS. The second stage of
cost assessment is to calculate how much the current cost of using data can
be reduced by the new system.

Identifying the costs of GIS implementation

The costs of GIS can be broken down into implementation and mainte-
nance costs (Korte, 1997). Implementation costs may include development
effort, hardware and software, database creation, data conversion and 
user training. Maintenance costs are incurred during the daily operation
and maintenance of the system. Examples include application software
maintenance, incremental data storage expenses, incremental communica-
tions costs, software and data licensing, consumables, data maintenance,
hardware replacement and upgrade and ongoing training programmes.

The Joint Nordic Project (1987) described sixteen GIS projects in North
America and Italy and their costs, benefits and applications. The projects
reviewed ranged from automated mapping programmes to fully integrated
corporate systems. The results of the study showed that:

1 A digital system used only for computer-aided mapping and updating
produced a return on investment (benefit/cost (B/C) ratio of 1:1).

2 If the system is also used for planning and engineering, benefits are
doubled (B/C 2:1).

3 Automation of conventional maps can bring a benefit of treble the
investment (B/C 3:1).

4 If the system permits the sharing of information among different 
organisations, this can result in a benefit of up to four times cost 
(B/C 4:1).

5 Where manual map production processes were inefficient, the benefits
of automation gave B/C ratios of upto 7:1, with an average reduction
of 50 per cent in map production time.
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Financial analysis of GIS implementation

Initial project justification might require answers to the following questions:

� Why not continue to invest in the current system?
� Will the system actually save money?
� Will the new system deliver tangible benefits?
� Do users understand what they will get?
� Is the proposal strategically appropriate?
� Does the return exceed the cost?
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Overseas case study – financial analysis of the Edwards
Airforce Base GIS, California, USA

Edwards Airforce Base began a GIS programme in 1991. Nine depart-
ments benefit from the system, which includes forty-nine workstations
and over 3GB of data. GIS database construction was completed in
1995. Data include 1:200 maps of the base area, 1:50 maps of built up
areas, digital orthophotographs, cultural and natural resources, utility
systems and environmental data.

Distribution of costs was as follows:

Base mapping 34 per cent
Digital orthophotography 3 per cent
Environmental data collection 18 per cent
Civil engineering data collection 9 per cent
Data collection pilot project 5 per cent
System development 6 per cent
Consulting services 4 per cent
Equipment and software 19 per cent
Training 2 per cent

Full cost recovery time was estimated at 1999, eight years after project
initiation and four years after the system became operational. Given
this evidence, it seems likely that GIS implementation is likely to cause
a productivity improvement of approximately 2:1 compared to current
activities involving maps and map related data. Some tasks will have
greater time savings than others, and so this estimate is probably a con-
servative one. It is important to remember that cost savings will be
achieved in phases. A GIS user typically requires three to six months of
training before achieving proficiency. Cost saving might only be 10 
per cent in year one, 25 per cent in year two and 50 per cent from year
three onwards. Time savings will not necessarily mean reduced
employee costs – time and money saved will probably be allocated to
other activities. Contract costs may be reduced through GIS usage.



Alternatives will then need to be evaluated. For example, does the proposed
solution fit into the corporate IT architecture, does the proposal fulfil selec-
tion criteria in terms of availability, reliability, performance and flexibility
and does the technical solution deliver an answer to the organisational
problem?

Corporate GIS implementation usually involves a substantial initial
investment, which is paid back over time by cost savings and, potentially,
increased revenue. Savings may increase steadily and eventually may be
larger than the operating cost of the system. The initial investment is thus
recovered gradually. The payback period is the length of time it takes to get
back the money that was put into the system. The shorter the payback
period, the stronger the case for investment.

A Net Present Value (NPV) analysis can be used to examine the financial
aspects of GIS. NPV analysis takes account of the devaluation of money.
Money received today is worth more than money received in the future (due
to opportunity cost and inflation) and the amount of the difference in value
increases over time. The present value of future income can be determined
by discounting back to the present at an appropriate interest rate. NPV
analysis converts all future cash flows to equivalent amounts at a common
point in time. The interest rate used to determine these amounts is known
as the discount rate. If the NPV computed at the desired discount rate is
positive, the investment is justified. If the NPV is negative, the investment
will not yield the desired rate of return. The discount rate is usually decided
based on the level of risk associated with the investment. The greater the
risk, the higher the desired discount rate. The greater the discount rate, the
greater the difference between the value of money received now and money
received in the future (and therefore the level of risk) is emphasised. The US
Office of Management and Budget recommends a real discount rate of 
3 per cent for investments like GIS. Korte (1997) provides some examples
of the application of NPV analysis in GIS implementation.

Typically, an NPV analysis will be projected for 10–15 years, reflecting
the minimum expected life of the GIS. The actual useful life of the system
is likely to be much longer. Once maps and related data have been con-
verted from hard copy to digital format, data transfer to new platforms
should involve minimal cost. The greatest saving in GIS investment is recov-
ered through savings made in using the data. Integration of operations and
user base offers the greatest opportunity for repeated use. A corporate solu-
tion, where data are made available to a large number of users, represents
the most effective means of maximising return. The sooner users have
access to data, the sooner the benefits will begin to accrue.

System design and implementation

If a corporate GIS is to fulfil expectations, and to satisfy anticipated
cost/benefit estimates, it must be made operational on time and within
budget, provide sufficient functionality and produce outputs of sufficient
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quality. Creation of a generalised ‘model’ of what the system might look
like, covering its core components and how it might integrate with current
business practice, is a useful strategy. Such diagrams are useful when pre-
senting ideas and broad concepts to managers or departmental groups who
need to know how the GIS might fit in with their work patterns and what
a new system might comprise. The goal of the systems design and imple-
mentation process is to deliver these expectations. Design and implementation
usually involves the following elements:

� Project definition, development of a business case and preliminary
analysis of costs and benefits, which were covered in the previous 
sections.

� A detailed systems analysis, involving a requirements study and often
including pilot projects and feasibility studies.

� A final implementation plan and detailed systems design.
� Rollout of the design, including data capture, procurement of hardware

and software and commercial data sets, user training and configuration
of databases and subsystems.

� Maintenance and day-to-day operation.

Systems analysis, system design and implementation planning

Organisations are complicated. Even a single department may have many
filing systems, databases and staff carrying out a range of different jobs. In
large IT implementation projects, it is often useful to adopt a standard
method of system design in order to maximise the chance of delivering 
a successful project outcome. The role of systems analysis and design is sim-
ilar to that of the architect on a building project – to provide a communi-
cation channel between the client (the user) and the builder (systems
programmers, hardware, data and software suppliers).

Although it may seem that specifying requirements for an information
system is straightforward, users often do not have a clear idea of what they
want and need time to rationalise exactly how they wish to proceed. Also, in
a large organisation, new requirements may already be in place somewhere,
but people might not be aware of their existence. There may be several ways
of achieving the requirements, with different cost and performance implica-
tions, and a rational decision on how to proceed might need to be reached.
Finally, constraints may have been overlooked and interdependencies
between departments or subsystems and redundancy and duplication in data
sets may not have been considered. Systems analysis and requirements stud-
ies clarify these issues and produce a coherent system design and strategy for
implementation that contains tangible milestones and a clear specification of
what and when the system will have to deliver. The systems analysis process
is used to develop a clear picture of existing processes within the organisation
including where data are stored, how information moves around the organi-
sation and how key work processes are carried out. This information, 
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usually gained through a series of detailed interview procedures, is used to
develop a complete picture of existing work processes that forms the basis
of a development plan for the new systems.

Several factors are known to contribute enormously to successful devel-
opment (Longworth, 1992; Eva, 1994). The most significant is user
involvement. By reviewing user requirements at each stage of analysis and
design, and involving the users from day one, the risk of producing the
wrong system is very much reduced, and problems can be spotted early on.
A related issue is quality assurance. By making the user authorise or sign off
the system design at various stages of the project, quality is assured.
Independent reviewers could also be brought in.

When implementing a new system it is critical that an effective systems
analysis procedure is used. The most common systems design tools use
structured approaches to systems analysis. They break down the imple-
mentation problem into clearly defined, small tasks, and specify the
sequence and interaction of these activities. They use data modelling 
techniques, usually involving diagrams, that express the relationships
between data and subsystems in a common format. Structured approaches
are useful because they provide a clear specification that everybody 
can understand. They improve project planning and control because a 
key element of the structured process is to define milestones and the 
stages of system construction. Methods such as Structured Systems Analysis
and Design Methodology (SSADM), the key stages of which are shown 
in Table 10.1, provide a clearly defined route through the implementation
process.

A well-defined project management system, operating alongside or as
part of the systems analysis framework, provides the control mechanism
necessary to achieve implementation objectives. Typically, it involves plan-
ning (estimation, scheduling, evaluation), monitoring (progress against time
and budget, product quality, user involvement) and authorisation (change
control, rescheduling, collection of statistics). The benefits of effective proj-
ect management are that staff know what is happening, what is expected of
them and how what they are doing fits in with other staff in the team. The
manager can make sure that workloads are appropriately distributed,
schedule work and determine staffing levels effectively. Senior management
can assess budgetary requirements and look at the value of the system and
individual projects to the organisation. In order to be effective, a project
management system must be up-to-date. Failure to ensure this will quickly
result in the breakdown of the management process.

Pilot projects and their role in system design and implementation

A pilot project permits the informed scoping of costs and benefits, allows
for the testing of ideas prior to the commitment of extensive resources, and
presents an opportunity for the user community to see how a final product
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might look. Usually the last major milestone prior to corporate and technical
commitment, it recognises the difference between theory and practice. It is
part of the effort to sell the system within the organisation. Pilot systems
can be shown to decision-makers as evidence of the immediate value of the
project and provide a tangible way of communicating potential to sceptics.
Pilots are also useful for verifying estimates of costs and benefits and 
evaluating systems design alternatives.

Pilot projects may be used to demonstrate proof of concept. A demon-
stration of limited facilities on a small area, using a system that may not be
part of the final product, mainly for development and hands-on experience,
provides early visibility of the system to management and users. In some
cases, the data used in the pilot may not be part of organisation’s operation.
In others, the pilot may be a prototype or full-scale model of the future 
system, designed to identify problems and finalise implementation deci-
sions. A pilot project should be managed and defined as effectively as the
major project of which it is part. Objectives must be defined clearly and 
typically include the evaluation of the proposed system design, the testing
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Table 10.1 GIS implementation issues

1 Overemphasis on technology: planning teams are made up of technical staff,
emphasise technical issues in planning and ignore managerial issues such as
staffing, resource commitment and costs and benefits.

2 No long range planning: planning teams are forced to deal with short-term 
issues, have no time to address longer term management issues. A GIS 
implementation usually has a long-term payback, rather than a short-term one.

3 Rigid work patterns: it is difficult for the planning team to foresee necessary
changes in work patterns. Some jobs will disappear, other jobs will be redefined,
for example, drafting staff reassigned to digitising. Retraining and persuasion
will be needed.

4 Organisational inflexibility: the planning team must foresee necessary changes in
reporting and management structure, organisation’s ‘wiring diagram’.
Departments, which are expected to interact and exchange data must be willing
to do so.

5 The Project Management Team: many GIS projects are initiated by an advisory
group drawn from different departments. This structure is adequate for early
developments, but in later stages must be replaced by a well-defined manage-
ment structure for the project to be successful. A project may be derailed if any
important or influential individuals are left out of the planning process.

6 Assignment of responsibilities: this is a subtle mixture of technical, political and
organisational issues. Typically, assignment will be made on technical grounds,
then modified to meet pressing political and organisational issues.

7 Integration of information requirements: management may see integration as 
a technical data issue, but it is much more than that. A corporate data integra-
tion strategy for GIS is likely to require, inter alia, departments to work
together, the sharing of information resources, development of corporate codes
of practice, implementation of standards, centralized/shared data repositories
and the unification of existing systems.



of alternatives and technical procedures, some exploration of ways of 
generating products and the formats of those products.

If support is minimal, the pilot project must be orientated towards build-
ing a sound business case for the system. An effective pilot will cost money.
To be successful it must justify this cost and the subsequent, larger cost of
the full system. If the pilot covers a region within the organisation’s service
area, this region should be significant or relevant. Pilot project design must
consider the current level of experience of the project staff and must allow
sufficient training and experience for those involved to permit realistic eval-
uation of the potential of the system.

The results of a pilot should, as a minimum, provide experience of imple-
menting a GIS project and elicit management approval to proceed with
implementation. Ideally, it will reduce risk and improve efficiency in the
early stages of a major project. Potentially, it could result in trained staff
and users, well-developed technical, managerial and production proce-
dures, an improved implementation plan and enthusiastic support from
managers and users.

Rollout of the system design

Once the requirements specification has been completed and a final, physical
design has been achieved the system design can be rolled out. This will involve
the selection of hardware, software and data suppliers and the provision of
detailed specifications to them so that the system design can be implemented.

The rollout process is usually performed through a formal document
known as an Invitation To Tender (ITT). The ITT forms the basis of a 
contract between one or more systems suppliers and the user who has 
developed the technical specification.

The system design created as a result of the requirements analysis and
system planning phase forms the basis for system selection and evaluation,
as well as the contractual basis for the ITT. It must specify concrete busi-
ness requirements, and not abstract ones that are hard to assess or quantify.
An ITT is normally sent out to systems suppliers, inviting them to submit 
a bid for constructing the final system design. It usually comprises the
requirements/technical specification, contractual requirements and instruc-
tions. Typically, a major project ITT technical specification would include:

� Project background – an explanation of what the project is all about,
how it came about and what it is trying to achieve.

� An explanation of how the ITT is structured.
� A description of existing organisations and procedures.
� A statement of IT strategy and the project plan for the subject of the ITT.
� A precise scope for what the tender is asking for and guidance on the

type of solution that is required including clear stipulation of any terms
and conditions of supply.
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� A detailed user requirements analysis, including the specification of
future requirements.

� A glossary of technical terms and other jargon.
� Examples to illustrate current practice.

User requirements need to be specified so that they are unambiguous and
ideally can be subjected to conformance tests. Two bad examples of require-
ment definition might be ‘the system must be able to produce hardcopy 
output’ or ‘users must be able to query the database’. In each case, the
requirement is extremely vague and could be met by a wide range of solu-
tions. A better example that defines hardcopy output requirements in much
more detail might be:

The system must be able to product hard copy output of both digital
maps and database tables. Predefined templates for map output with
fixed scales, border and content must be set up to conform to existing
map products. The system must also facilitate the production of maps
according to user defined parameters for scale, border, content and
presentation. Database tables must be printed in the standard report
format specified by the department. User defined templates must also
be supported, and suppliers should explain how this will be achieved.

An ITT document, particularly if the project is complex, can be very large.
The tenders submitted in response are also likely to include a wide range of
information, and it will usually take a significant amount of time to assess
them properly. The following are suggested as stages in the review of ITT
response documents.

(i) Examine responsiveness of the document:

� Whether or not the document is a substantial response to the ITT.
� Whether or not it meets the requirements and restrictions of the ITT

in terms of format.
� Whether it generally complies with the requirement.

ITT responses that do not meet all three of these criteria would usu-
ally be rejected. This may not be the case if there are very few
responses, but most organisations recommend rejection at this stage if
these three conditions are not met.

(ii) Rank the responses: At this stage, a preliminary read of the documents
is carried out and a rough judgement made about which ones look 
better than others. This is particularly useful if there are lots of bids.
For example, if the ITT requested a specification for hardware and
software and only software was included, that bid would go to the
bottom of the pile.

(iii) Rigorous review: The third stage is to applying the selection criteria
and evaluate each proposal for content, compliance with specification
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and any special circumstances or innovative approaches. This process
might include presentations by respondents, visits to supplier sites,
benchmarks, visits to user sites where the technology is currently in
place, reference checks (telephone interviews with satisfied/dissatisfied 
customers) or any combination of the above.

(iv) Cost review and re-ranking: Having considered the proposals that will
satisfy the needs of the organisation, stage four is re-evaluation of the
proposal for cost effectiveness – which does not necessarily mean the
cheapest submission! There might be hidden costs and risks, for exam-
ple warranty disclaimers, expensive support agreements, aggregate
pricing (to hide expensive items) and ‘free’ additions with limited sup-
port or guarantees. If in doubt, a lawyer would normally be instructed
to make sure that the procurement contract is legally binding and does
not include potential loopholes.

(v) Selection and recommendations to management: Having conducted
thorough reviews, a recommendation to purchase will be made, 
usually to the management authority behind the ITT. Because these
people are responsible for the procurement, they will be accountable 
at the end of the decision. The evaluation process must be well docu-
mented and presented with a well-organised summary of the process
and its results.

(vi) Benchmark testing: A benchmark is a series of tests on hardware, soft-
ware and other options put forward in a response to tender in order to
assess the suitability of a proposed solution. Benchmarks can be used
to rate the performance of different solutions against one another, and
compare their utility and are discussed in more detail below.

(vii) Selection and negotiation: Once the review is complete, and legal and
administrative issues have been dealt with, it is time to notify suppliers.
At this stage, it may be necessary to shortlist two or three suppliers and
negotiate with them to see who can provide the best deal. If shortlisting
is to occur, it should be clearly identified that this will be the case in the
original ITT document. The negotiation process can result in greater
cost effectiveness, by playing off one supplier against another. However,
this should not be at the expense of good relations with suppliers.

(viii) Follow-up: It is usual practice to notify unsuccessful respondents
promptly, and to allow them an opportunity to find out why they have
not been successful. Decisions must be final, and a proper, well-
conducted debriefing will eliminate most attempts at overturning a
decision. The need for a well-documented decision-making process is
reinforced at this stage, in case challenges to decisions are made.

There are alternatives to the rigid ITT procedure. A Request for
Proposal (RFP) allows the supplier more leeway in suggesting a route
forward, often used where management would like to see some input
from suppliers into how best to move forward.
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Procurement policies

Normally, a large organisation will have a standard code of practice for the
procurement of new equipment and other resources. In large organisations,
such as government departments, these policies are highly formalised, can
be governed by legislation, and may be managed by a separate procurement
organisation. Procurement policies can cause problems for GIS procure-
ment. Here are some potential problems:

� An IT standard already exists, and GIS requires additional facilities that
this does not support.

� The organisation always selects the bid with the lowest price.
� Procurement policy only allows a tender or bid process excluding any

changes to specifications.
� The procurement process does not permit negotiation with suppliers.
� The organisation has a ‘buy local’ policy, but there are no local suppli-

ers with adequate expertise.

In order to make sure that GIS procurement goes forward smoothly, it is
important that existing policies and practices are known, and their impact
on the procurement of products and services for GIS is understood. Second,
procurement administration staff should be involved as early as possible in
the purchase process. Policies that obstruct the GIS project were not
designed to do so. They came about to support the organisation’s existing
requirements and an understanding of why they were developed will help
to solve contradictions. Special dispensations may occur when the existing
procurement framework is entirely inappropriate for GIS acquisition and
the organisation may elect to allow a special case.

Benchmarking

Benchmarking is the process of evaluating systems performance and typi-
cally forms part of procurement, allowing for the technical comparison of
different solutions and the evaluation of system performance in the chosen
solution. It is a key element in minimising the risks in system selection.
Often, customers do not have precise plans and needs – these are deter-
mined to an extent by what the industry has to offer. Customers need reas-
surance – a real, live, demonstration – that the system can deliver a vendor’s
claims under real conditions. A benchmark allows the vendor’s proposal to
be evaluated in a controlled environment. Typically, the customer supplies
data sets and a series of tests to be carried out by the vendor and observed
by the customer. An evaluation team is assembled and visits each vendor,
performing the same series of tasks on each prospective system. Tests examine
specific capabilities, as well as general responsiveness and user friendliness
and the demonstration is carried out in an environment over which the 
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customer has some control. For example, equipment may be provided by
the vendor and data and processes by the customer.
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Overseas case study – benchmarking exercise

Donnay and de Roover (1992) describe a suite of tests for GIS per-
formance evaluation based on a set of standard data sets:

� SPOT satellite image
� Land cover layer (raster)
� Contour lines
� Road network co-ordinates
� Land use polygons
� Name and population data file
� Road section attributes
� Paper map.

All data sets were referenced to the Belgian Grid (Lambert projection).
Benchmarks were executed on a UNIX workstation with access to a
tape drive, a digitiser, a plotter and a printer. The machine required
file transfer facilities to a connected PC. Companies were given one
week to prepare for the tests so that time-consuming jobs could be
dealt with.

The general benchmarking procedure that they followed included
three steps:

1 Execute test session
2 Save history files for session and list the functions that were

used
3 Generate system statistics: CPU time, I/O parameters, etc.

Because of time constraint, some sessions were prepared in advance.
These were assessed in demonstration or batch mode execution. In
demonstration mode, tape access and other time-consuming functions
were discarded. In batch mode, interactive functions were dropped
and system performance statistics for the batch job were retained.
History files provided data on how the solution was arrived at and
how long it took to achieve the required results.

The following tasks formed the main operational content of the
benchmark:

1 Data entry and management – digitising, importing files, 
automatic generation of features.

2 Generation of network features and linking to attributes.
3 Generation of DEM and derivation of gradient and aspect 

surfaces.



Data capture

The process of data capture can be long, complicated and expensive. For
example, computerising every planning application back to 1947 within a
local authority area (some authorities have done this) would lead to the
provision of a comprehensive planning application database but could take
many years. A balance needs to be struck, and careful consideration of 
priorities made. Could the GIS include the later planning applications and
the older ones be held manually for the rare occasions when it was neces-
sary to refer to them? Could there be benefits in prioritising other data sets
that might begin realising benefits sooner, such as mapping areas liable to
flooding or covered by restrictive planning policies? The best approach is 
to begin with simple applications and add data to the GIS that is going to 
be most useful to users but is not going to be costly to computerise. The GIS
can then expand and take on more complex tasks incrementally.

Maintenance, update and review

Full consideration must be given to the life of the GIS project once it pro-
gresses beyond the initial development phase. The issues and problems that
users of the GIS will face once the system is operational and actively sup-
porting the decision-making process are critical for project success after
development. Typically, they might include staff management, workload
prioritisation and effective budgeting and project management.

Managing GIS staff

Successful operation of a GIS is dependent on three factors related to the
behaviour of staff:

(a) The role of consultants. Outside consultants can be highly effective 
during the feasibility, cost benefit and vendor analysis stages of a GIS
implementation project. However, once implementation is completed,
the role of external consultants should be carefully questioned. In-house
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4 Generation of a viewshed and printout of results.
5 Generation of vector layer and subsequent reclassification, selec-

tion, merging and overlay.
6 Direct overlay of raster and vector data and classification of

attributes based on overlay.
7 Analysis of satellite imagery and statistical output generation.
8 Add attribute data to existing maps.
9 Shortest path route analysis.

10 Dasymetric mapping – population density.



staff are generally more responsive to user needs than consultants
because of their local knowledge base and dependence on success of
organisation. King and Kraemer (1985) found that local governments in
the US relying on in-house knowledge showed greater success with com-
puting than those relying on external bodies. In-house staff might resent
reliance on consultants, particularly if the consultants are apparently
more highly valued than them. Consultants might be given more inter-
esting work, for example. A balance between the two groups of work-
ers is therefore essential.

(b) User support vs programmed assignments. Technical professionals usu-
ally gain more job satisfaction from day-to-day assistance of users than
they do from long-range projects for the benefit of all users. This can
result in the neglect of long-term strategic objectives in favour of help-
ing others. Managers must be aware of the potential for conflict
between these two roles and assign a reasonable balance.

(c) Staff turnover. Turnover of staff is a critical issue for GIS managers. Most
of the early GIS success stories were characterised by long-term continu-
ity of staff. The retention of staff is a result of effective management and
heavily dependent on corporate policy and personnel strategies.
However, job satisfaction can be enhanced by clearly defined career paths
and management opportunities. Staff autonomy, staff development
frameworks such as the UK Government’s ‘Investors in People’ initiative,
and an understanding of role in the overall mission of the organisation
and how individuals fit within this mission can all aid retention.

Managing the workload

The day-to-day operation of an information system involves the application
of resources to a range of projects and ongoing maintenance and support
services. Equipment will become obsolete, software and hardware will need
to be updated, data sets will need to be altered, changes in operation are
likely to be required in the longer term. The operational phase of the sys-
tem will involve project development, creation of work plans to apply
resources and schedule project completion and preparation of budgets to
ensure that adequate resources for individual projects are available.

Pertinent information about each project should be recorded in a stan-
dard format to avoid confusion and to enable all members of staff to 
understand what is happening. An active GIS support unit in a busy organ-
isation may deal with hundreds of projects in a year, all of which need to
be kept track of. Typical information that the project definition should
include would be:

� Project title
� Project number (usually for automatic project management purposes)
� Project originator
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� Project objectives
� Estimates of time, duration, total cost
� Recommendations (feasibility, priority etc.)
� Authorisation (managerial authority to execute project).

It is standard practice for quality assurance purposes to implement this type
of procedure in order to manage workloads effectively. Even if the number of
projects dealt with is small, it is still useful for auditing and managerial pur-
poses although the manager should always be aware of the balance of time
spent by staff on administration functions at the expense of project activities.

Costs of GIS operation and maintenance

There are eight major cost categories for GIS services and these are listed
below.

(a) Staff
(b) Materials and supplies (consumables)
(c) Equipment purchase (includes hardware)
(d) Software
(e) Maintenance of hardware and disaster recovery
(f) Internal services
(g) Data resources
(h) Other expenditure.

We will look briefly at each one.

STAFF

Staff costs include all costs associated with the use of human resources to
perform work. Labour costs should include costs to the company for pen-
sion schemes and tax contributions as well as gross staff payment costs. A
distinction may be made between internal staff and consultants (it may be
possible to charge consultant time to particular projects, for example).
There is also a distinction between direct and indirect staff costs. Direct
costs can be attributed to particular projects and invoiced to them, while
indirect costs are associated with time spent on work that is not directly
attributable to one project. Examples of indirect costs could include daily
backups, user support and staff training.

MATERIALS AND SUPPLIES

This category includes all office supplies, books, diskettes, CD-ROMs, plotter
paper rolls, printer cartridges and other day-to-day items required for 
effective function.
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EQUIPMENT

Equipment includes all purchase or lease costs for computers, fax machines,
furniture, photocopiers, printers, disk drives, tape drives, telephones, net-
work cabling and other items that form part of the organisation’s equip-
ment inventory. Equipment obtained for a specific project might be charged
to that project.

Computer equipment and peripherals become obsolete relatively quickly.
Replacement costs need to be part of the long-term budget of the GIS office.
At the moment, the useful lifetime of a PC is approximately 2–3 years and
the replacement of obsolete equipment needs to be managed. It is usually
cheaper to replace than to upgrade computer equipment. Where possible,
all equipment should conform to corporate IT strategies and standards or
other recognised standards if there are no corporate ones.

SOFTWARE

There are two major types of software that can impact on the GIS opera-
tion: GIS and related analytical or data presentation software and
Operating System software. The GIS manager must ensure that software
are used and licensed appropriately. Like hardware, software become obso-
lete and new releases of strategic software must be managed carefully. Key
issues for upgrade include:

� Operating System changes may cause key software packages to cease to
function and require additional upgrades.

� Some software may be limited by older versions of the operating sys-
tem or require the replacement of hardware.

� New releases of software may contain bugs.
� Manufacturers may cease to support old versions of software.
� Hardware compatibility may change.
� Users may need retraining.
� Existing training materials may need revision following upgrades.
� Administrative staff may need new skills.

HARDWARE MAINTENANCE AND DISASTER RECOVERY

Most manufacturers provide the option of a maintenance agreement that
provides support in the event of hardware failure. Such agreements can be
expensive, but may be essential to permit effective long-term functioning. A
related issue is the strategy for dealing with disasters. Computer systems go
wrong sometimes and a computer implementation should include a policy
for disaster management explaining how serious problems will be dealt
with and what contingencies are in place to minimise the impact of a dis-
aster. For example, how would the organisation recover from a major fire
that destroyed critical computer systems? As well as physical hardware
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problems there may be software problems including computer viruses,
software crashes, hacking and illegal system access, user errors and acci-
dental removal of key data. A backup strategy is vital. Key considerations
include how data are backed up, what is the policy on archiving data 
and software and how the organisation would recover in the event of a 
catastrophic failure.

INTERNAL SERVICES

Depending on the nature of the organisation, the cost of services performed
by other departments for the GIS facility may be billable (cleaning, power,
heating, office space, network access, for example).

DATA

Data may involve a number of separate charging regimes:

� Initial outlay
� Copyright and royalty fees
� Maintenance charges
� Cost of administration
� Outsourcing for updates etc.

Data set usage must not contravene agreements with suppliers and data
must be of an appropriate level of completeness and quality.

OTHER EXPENSES

Other expenses include travel costs (conferences, user forums, business
trips), car allowances, staff training and payments to professional bodies.

Implementing a corporate GIS in the public sector

A survey of the handling of property data in the East Thames Corridor,
which runs from East London to the Essex and Kent coast of southern
England, revealed some of the important issues surrounding the implemen-
tation of corporate GIS within a local authority environment in the UK
(Lopez, 1992). Lopez discovered that many early applications of GIS in
local government suffered from common problems:

(a) Lack of finance.
(b) Lack of a corporate information strategy.
(c) Lack of comprehensive GIS feasibility and cost–benefit systems.
(d) Emphasis on technical rather than institutional and data-related issues.
(e) High cost of digital data and manual data conversion.
(f) No mandate to share data.
(g) Problems were highlighted regarding the use of government statistics

where certain data were not suitable for local government functions
due to inappropriate scale, detail or accuracy.
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Information ‘islands’ developed between which data were rarely shared and
independent databases designed for one function were created rather than
networked as part of a corporate resource. The survey showed that depart-
ments were not sharing data to a large extent and those that were, were
doing so on a project-by-project basis. A lack of central guidance exacer-
bated the problems encountered by individual authorities.

As the level of computing skills within local government increase, users
are realising that constraints to information flow are creating obstacles to
IT development. It was argued in the survey report (Lopez, 1992) that local
authorities should assess their departmental data requirements, work
towards corporate data standards and a policy of sharing information
before implementing a GIS.

The findings of the RTPI’s IT and GIS surveys in 1995 and 2000 revealed
only slight (7.5 per cent) growth in the implementation of GIS in local gov-
ernment. GIS appears to be succeeding departmentally, in planning and high-
ways departments usually, but struggling to become a corporate resource.
Two problems were cited; a lack of skilled GIS staff and a lack of demon-
strable applications to show how GIS might offer benefits to the delivery of
core local authority services.

Recent developments are contributing to the development of GIS imple-
mentations in local government. The Service Level Agreement, agreed
between the IDeA and the OS, allows local authorities to purchase digital
map data at a discounted price and central government initiatives for elec-
tronic access to government information are gathering momentum. For
example, Medway Council has implemented an intranet-based GIS
throughout the its PC network. A major driver is the e-government initia-
tive to have all government services online by 2005.

GIS can offer benefits and savings to local authorities in a number of core
areas. However, authorities also need to be aware of the costs and some of
the necessary adaptations to their own practices that can be attendant on
the implementation of a GIS. These can be considered as the following.

Financial costs and benefits

While the general benefits of GIS are widely recognised, it has often proved
difficult to predict all the relevant costs and benefits discussed above.
Savings from speedier information handling and staff reductions may be
relatively easy to measure, but the benefits of well-informed decision-
making and higher quality services may be elusive but, nonetheless, signifi-
cant. Many local authorities advise that start-up costs, including substantial
data capture exercises, should not be underestimated. For example, GIS
implementation at Milton Keynes Development Corporation involved staff
working 10-hour days for 7-day weeks for a period of 25 months to digi-
tise information on 120,000 parcels of land and 40,000 legal transactions.
In total, the Corporation estimated that the data capture job alone took 
56 person-years in total.
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Changes to organisational structure and data handling routines

The introduction of new information system is likely to have strong impacts
on the work routines of any organisation. A good IT strategy will aim to
minimise unintended effects. Strategies for authority-wide, shared informa-
tion systems had long been favoured because of the potential for raising
efficiency and avoiding duplication and waste. However, such synergy has
often failed to materialise because organisational structures and work pro-
cedures do not necessarily change according to the potential offered by IT.
Indeed, some argue that it is not possible to create a single general infor-
mation system to meet the needs of all departments across an authority.
Many IT strategies therefore favour smaller, departmentally controlled GIS
which fit in more easily with existing structures and practices.

It can be easier to implement a GIS on an application-by-application or
a departmental basis because it is often difficult to identify information
requirements and flows on an authority-wide basis. Also it is easier to per-
suade a smaller group of managers than the whole local authority (Peel,
1995). Application-led implementation means quick results and acceptance
of GIS among users. However, if support is forthcoming a corporate or
organisation-wide approach provides better management, co-ordinated
data capture, consistent standards and easier data sharing (Peel, 1995).

Staff, employment and skills changes

GIS represents a major investment whose pay-off depends to a significant
extent on the skills and competence of the people who use it. The skills
required for the successful adoption of GIS include general knowledge of
GIS concepts, understanding of user operations, system management and
applications tailoring. Skills shortages have been widely reported as a con-
straint on the adoption of information systems by local authorities.
Sometimes, these will be ‘bought in’ from outside by way of job specifica-
tions for new staff appointments. The skills of administrative and carto-
graphic staff, on the other hand, are becoming more dispensable, and
redundancies of cartographers and technical and clerical support staff are
often given as important cost arguments in support of GIS adoption.

Learning from the local authorities

The main problems experienced with GIS by local authorities concern the
cost, availability and (although this is becoming less of a problem) the qual-
ity of data; incompatibility of spatial referencing systems; and the manage-
ment context in which the system is developed. These issues are closely
linked to financial constraints that limit the range of solutions. There have
been cases where GIS had been implemented for a whole authority and then
abandoned or reduced to a single department, because of such problems. In
other cases, the maintenance of the geographical referencing database has
been divided between departments, leading to the loss of consistency.
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While there is a strong argument for taking advantage of the economies
of scale achieved by a corporate GIS, short-term cost considerations are
powerful arguments for providing single departments with stand-alone
facilities. Some of the more successful GIS implementations have begun in
a modest way, with the commissioning of one or two workstations in a sin-
gle department, producing identifiable benefits (even if these are only good
quality paper copies of maps!) from day one. In this way, users are con-
vinced of the value of systems and are more likely to argue for their develop-
ment and extension.

Cost–benefit analyses for GIS, or even comprehensive cost estimates,
have proved difficult and rather unreliable. It is widely assumed that data
capture is one of the biggest cost items in setting up a GIS, but there may
well be challenges to that assumption as local authorities make use of cheap
digitised maps and existing computerised data sources. The experience of
Plymouth City Council suggests that data capture costs were only in the
region of 20 per cent of total costs.

Some local authorities report data-related problems in GIS implementa-
tions; lack of compatibility between data sets and the cost of data capture
have been mentioned, differing levels of accuracy and precision of many inde-
pendently gathered data sets are a major obstacle to their integration. Certain
data sets are simply not available, incomplete, or not reliable. The problems
are compounded when a local authority decides to hold historic data on its
GIS. Whilst freshly generated data (such as planning applications) can be
recorded on a GIS on an ongoing basis, possibly as part of the registration
procedure, the computerisation of historic manual data sets, or the integra-
tion of obsolete computer databases, presents quite a different task. One large
urban local authority decided to digitise all of the planning registers covering
the period 1947–1990. The records (which obviously had deteriorated with
age) were held in bulky ledgers, which had to be photocopied and then sent
off-site to a data capture agency. It is probably legitimate to wonder exactly
what use the authority would have made of the older records.

Implementation issues for national land and 
property management initiatives

Many countries have now implemented (or are in the process of implement-
ing) national frameworks for land information management. Countries that
have provided a framework of sympathetic political support and government
assistance have generally been more successful than others. Given the magni-
tude of national LIS initiatives, financial viability may only be possible if public/
private sector partnerships are employed for the development, maintenance
and use of data sets and systems. The political climate may influence how such
partnerships are perceived, but increasing use is being made of them.
Additionally, co-operation is essential and feedback is crucial, particularly
given the long-term development time-scale for most LIS projects. 

358 GIS issues in land and property management



For developing countries, advice and support is important. A contractual
framework and commitment (human and financial) from data providers is
also necessary. A widely adopted approach has been the formation of a new
government body to manage relationships between data suppliers and users
and to control access and data supply using IT (the FGDC in the US, or the
NLIS Agency in the UK, for example). This is often accompanied by a second
body to co-ordinate development, publish metadata and administer standards.
The management structures of the Western Australian LIS and the UK
National Geographic Framework1 (NGDF) initiative reflect such an arrange-
ment. A related policy has been to merge land registration and mapping 
agencies so that cost recovery for the latter function can be absorbed by the
former, as is the case in New Zealand. Where possible, this should be achieved
so as to minimise disruption to existing government structures when creating
a new agency/department.

For any multi-agency project like a national LIS there is a need to ensure
that participating organisations are in a position to co-operate and commit
resources and that there is the political will to achieve this. A related issue
is the requirement for restructuring existing governmental and legislative
frameworks in order to make progress. This can encompass the creation,
combination or removal of departments, staff training, or the redrafting of
organisational mandates. While the aim has tended to be to minimise dis-
ruption to existing frameworks, the creation of a new department or agency
may offer vitality and focus. Initiatives in Kenya and Sweden suggest that
this idea has validity, and the UK NLIS Feasibility Study (Local Government
Management Board, 1997) calls for the formation of a new agency to take
forward development. The role of the private sector in the administration
and provision of integrated land resource data and services may also have
important organisational implications. In the UK, primary spatial data are
being developed through a mixture of private and public sector initiatives.
Government agencies like the OS often subcontract or have partnership
arrangements with ‘value added’ commercial resellers. Given the expense of
geographical data infrastructures as evidenced by NSDI, it may be that 
public/private sector joint ventures are the only way by which sustainable
development of an NLIS can be realised.

If possible, LIS development should be self-financing, for example, using
registration fees or property taxation. However, many of the lessons remain
the same: government and private sector support are required, data quality
is important, standards are needed, and training and education are
required. The development of an LIS that comprises a fiscal cadastre offers
a revenue-generating capability. Also, buyers and sellers of property may be
prepared to pay a fee for public access to information that has been 
collected and maintained by the state, such as physical characteristics and
legal details of interests in property. It is worth mentioning that in some
countries this information is provided free of charge or at a very low price
that represents the cost of distributing the information.
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Organisation and administration issues for GIS implementation

GIS is more likely to require organisational changes than other innovations,
because of its role as an integrating technology. The need for changes, 
co-operation, breaking down of barriers, for example, may have been used
as key arguments for investing in GIS. Organisational change is often diffi-
cult to achieve and can lead to failure of the GIS project. Organisational,
political and institutional issues are much more likely to be the cause of fail-
ure in a GIS project than any number of technical issues. Resistance to
change has always been a problem in technological innovation – the early
years of the industrial revolution bare testimony to that.

Obermeyer and Pinto (1994) categorise the major risks for GIS imple-
mentation projects as follows:

(a) Organisational risk – any project requires a mix of skills and organisa-
tional conditions present for it to be successful. In a GIS implementation,
important skills may be unavailable. Skill requirements need to be clearly
identified and a plan of action to remedy any deficiencies will need to be
drafted and executed. A multi-user GIS requires appropriate staffing to
ensure effective management of resources and operational efficiency. The
system planning team may not recognise the necessity of these individu-
als. Management may be tempted to fill these positions from existing
staff without adequate attention to qualifications. In addition, personnel
departments may be unfamiliar with nature of positions, qualifications
required and salaries. Managers must establish clearly defined job
descriptions, performance evaluation criteria and career development
plans and a consistent methodology for assigning and managing work.

(b) IS infrastructure risk and technical uncertainty – a GIS project intro-
duces new technology into business. Is the required level of technical
support available? Is the GIS project breaking new ground in terms of
untried technology? The fact that technology works elsewhere does not
mean that it will work in a particular organisation. The more untried
the technology, the greater the risk.

(c) Definitional uncertainty – information requirements are notoriously
difficult to define. How certain is the business that requirements have
been identified and that the GIS specification is appropriate for identi-
fied objectives?

Location of GIS within an organisation

Even though GIS may be an organisation-wide tool and seen as a decen-
tralised resource, co-ordination of the GIS operation is still necessary 
to ensure efficiency and cost effectiveness. This will help avoid redundancy
in the collection of data and ensure that expensive hardware and software
is being used efficiently. The location of the GIS and its staff within an
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organisation will reflect how GIS was introduced to the organisation, the
management structure and organisational policies and mandates. The loca-
tion of the GIS manager and support staff will be seen as the location of the
GIS unit within the organisation and will affect the way the GIS staff inter-
act with the rest of the organisation. Somers (1990) suggests that there are
three basic options for the location of the GIS:

(a) Operational department location. For example Planning and
Development, Pipeline Management, Property Services. GIS often devel-
ops from a small system obtained to deal with specific needs that grows
to support activities outside the mandate of the original department. The
advantage is that it is very responsive to original users’ needs. The disad-
vantages are that a departmental focus makes it difficult for other users
to have their needs and priorities recognised, it may not have higher-level
management support and may lead to ‘territorial’ squabbling.

(b) Support department location, such as IT, Computing Services. In these
locations, GIS is seen as a service operation like payroll, personnel and
data processing and will be supported by the organisation as such. The
advantage is that there is objectivity of system design and management.
Disadvantages are that it is remote from the users of the GIS, it may not
be responsive to the needs of users and priorities of department may be
different than users’ priorities. Centralised computing services with
large staff complements are disappearing because new, distributed
workstation hardware requires less support.

(c) Executive or management level location. Here, the GIS team is located
at management level. The advantages are high-level visibility, support
and attention, objectivity. Disadvantages are distance from the real
operations of the organisation and users may feel GIS support staff are
out of touch with their needs.

There is no one ideal placement, but successful implementations usually
reflect the way in which the organisation operates. If the top elected official
is a ‘hands on’ manager with interests in the day-to-day operation of many
facets of the organisation, responsibility for the system is likely to be
directly under that person’s control. If the management structure of the
organisation is more decentralised, it is likely that GIS management will
reflect this too, and the system will be under the control of a different
department or group of departments (Huxhold and Levinsohn, 1995).

Change requires leadership. Initiation of GIS strategy requires a ‘project
champion’ within an existing department. Such leaders take great personal
risk – there is ample evidence of past failure of GIS projects and the initial
‘missionary’ is an obvious scapegoat. Corporate uptake requires commitment
of top management and of individuals within departments. Despite reasoned
economic, operational, political advantages of GIS, the technology is new and
outside many senior managers’ experience.
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At a more pragmatic level, methods of data capture, storage and manip-
ulation may change dramatically in a GIS environment, including the need
for recording geographical location, database construction/structures,
analysis/manipulation methods and map-based rather than tabular output.

Defining the GIS professional

In 1994, the RICS Education and Membership Committee stated ‘the grow-
ing importance of IT in areas of practice such as GIS is liable to have a sig-
nificant effect on the needs of many employers. Overall the technological
revolution which will affect the profession in the period up to the turn of
the century will have many far reaching implications both in the way in
which business is conducted and in the type of skills which will be needed
to survive’ (RICS, 1994).

In Australia, the Australian and New Zealand Land Information Council
(ANZLIC) commissioned a survey to identify the education and training
needs of the land and geographic information community. The results cor-
relate with similar work undertaken by the AGI (Capper and Unwin, 1995).
Some of the major themes to emerge from the ANZLIC survey and the
work of the AGI include the following:

• Training must include fundamental spatial concepts (scale, errors, data
management, basic cartography).

• There could be adaptation of existing programs, for example, under-
graduate and postgraduate modules to short courses, pre-qualification
structured learning or continuing professional development.

• As IT develops and more data become available in digital form, core
disciplines associated with surveying (cartography, valuation) are being
replaced by more analytical, data-related disciplines. Rapidly changing
technology means that continuing professional development will be
crucial.

• There is a need to develop a national competency standard for land
information management, similar to the core curriculum developed by
the American National Centre for Geographical Information and
Analysis (NCGIA).

A lack of training and education is often seen as a barrier to the use of GIS
by property professionals. Many organisations are concerned that new
technologies require substantial investment in education and training.
Many property people are not familiar with analysing property information
geographically on a computer, and the employment of a full-time GIS
expert is not regarded as feasible in many UK property firms at the moment.
Small property firms will not wish to invest the substantial amounts
required to obtain the capabilities of large GIS packages. Such practices do
not have the resources for investment in hardware, software, training or the
employment of dedicated IT personnel.
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The integration of GIS skills into property education could occur at a num-
ber of levels; undergraduate, postgraduate, during professional training and
as part of continuing professional development. At the undergraduate and
postgraduate levels, universities now provide GIS courses. It is within this
framework that GIS education must fit. Table 10.2 suggests curriculum con-
tent for GIS teaching on property courses in the UK based on a hierarchy of
skills taken from Dixon (1995) and the AGI (Capper and Unwin, 1995).

At the professional and vocational levels the AGI recently published a draft
report that proposes a professional development framework for those
employed within the geographic information (GI) industry. The framework is
based on that employed by the British Computer Society and consists of a
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Table 10.2 GIS course content (after Dixon, 1995 and Capper and Unwin, 1995)

Level 1:
� general ICT skills; hardware, software, networks, data sharing, data transfer
� introduction to GIS and its relevance to surveying
� definitions and terminology; GIS, LIS, cadastres, digital mapping, remote

sensing, image processing
� key players in the UK; OS, Land Registry, VO, the Office for National

Statistics and private sector organisations
� compare and contrast with GIS abroad.

Level 2:
� elements and principles of a GIS, GIS software, peripheral devices (scanners,

digitisers, plotters, printers)
� data models, raster, vector, topology, spatial concepts
� databases; attribute, spatial, relational, integrity
� computer-based tutorial introducing GIS capability
� geographical analysis; introduction.

Level 3:
� geographical data sources; data acquisition; availability, cost, format
� data input and integration; standards, quality, currency, accuracy
� data management; database update, extension, data conversion, import and

export
� GIS applications, for example;

– Retail location analysis, economic appraisal, etc.
– Utilities maintenance and management of plant
– Environment impact assessments, land quality statements, 

contaminated land, etc.
– Local Government planning, property management, etc.
– Health care epidemiology, pollution monitoring, location of 

services, etc.
– Transportation least-cost path, efficient network analysis, etc.
– Financial Services risk analysis

� begin computer-based project

(continued)



matrix in which the columns are roles within the GI industry and the rows are
skill levels. Table 10.3 illustrates the matrix suggested by the AGI (Capper and
Unwin, 1995). Individuals progress through this matrix by moving along the
rows or up to another level. The AGI Draft Report contains a detailed descrip-
tion of the requisite skill requirements for each cell of the matrix.

With an understanding of the organisational and technical issues that sur-
round GIS, the property professions will be able to offer advice to clients
that is based on an objective analysis of GI and its relevance to property.

Summary

In this chapter we introduced the process of implementing GIS and issues of
ongoing maintenance after implementation. We saw that GIS implementation
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Table 10.2 (Continued)

Level 4:
� GIS project work flow
� project definition – data acquisition – hardware – software – data input –

assimilation – manipulation – analysis – reporting – maintenance – update –
feedback – improvement

� data analysis techniques
� possible reporting procedures
� computer-based project continues.

Level 5:
� data management; metadata, quality assurance, integrity, quality, currency
� data availability, accuracy, completeness, timeliness, etc.
� legal issues; data protection, confidentiality, privacy, copyright issues
� computer-based project continues.

Level 6:
� advanced analysis; retail site location …
� other problems; error propagation, data accuracy
� examples of geographic and land information management and systems
� NLIS demo.
� computer-based project completed.

Table 10.3 Skills matrix

Level DB DA DM GA DV HI

1 DB-1 DA-1 DM-1 GA-1 DV-1 HI-1
2 DB-2 DA-2 DM-2 GA-2 DV-2 HI-2
3 DB-3 DA-3 DM-3 GA-3 DV-3 HI-3
4 DB-4 DA-4 DM-4 GA-4 DV-4 HI-4
5 DB-5 DA-5 DM-5 GA-5 DV-5 HI-5
6 DB-6 DA-6 DM-6 GA-6 DV-6 HI-6

Notes
DB � Design and Build; DA � Data Acquisition; DM � Data Management; GA �
Geographical Analysis; DV � Data Visualisation; HI � Human Issues and: 1 � Skilled Entry; 
2 � Initially Trained Practitioner; 3 � Fully Skilled Specialist; 4 � Team Leader/Senior
Specialist; 5 � Senior Manager/Consultant; 6 � Principle Manager/Director.
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can be undertaken at the project or application level and would typically
involve the purchase of a desktop GIS together with in-house and external
data. At the other end of the spectrum implementation of a corporate GIS can
be a complex, long-term, multi-stage process. Effective project management,
coupled with a rigorous, structured design methodology will help to ensure
success. Importantly, numerous studies have found that many of the serious
problems that stem from GIS implementation are caused by political, organ-
isational or cultural issues rather than technical constraints.

We explored the role of a systems implementation team and suggested that
their role, and the role of a GIS project manager in particular, is multi-
faceted. Political, technical and managerial skills are all required to bring an
implementation project through to a successful conclusion and to ensure the
successful long-term operation of the GIS facility. At the same time, close
attention must be paid to user requirements and ongoing consultation
undertaken to ensure that user concerns are considered fully. Ideally, every-
body who is to be involved with the project should support it to ensure suc-
cess. This will require a sustained campaign of liaison between managers,
implementation team and the user community. Commitment and support at
management level is critical and planning should be for the long term. Many
GIS facilities do not recover their costs for some years after implementation,
and this is particularly true in the case of large, corporate solutions.

Finally, we saw that GIS may cause far-reaching changes to an organisa-
tion’s working practices. The location of a GIS facility within the organisation
may affect how it operates and how effective it is. Specialist staff may be
required to perform the work that the new technology enables and existing
staff may require training to maximise their ability to operate alongside a
new information systems environment.

Note

1 A NGDF, being co-ordinated by OS, will link each of these national develop-
ments. The aim is to ensure that all geospatial data resources and their presen-
tation will be accessible to the user community through the use of standard
metadata protocols.
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Introduction

By now you should now have an understanding of the principles of GIS, an
appreciation of its functionality and an awareness of the range of applications
in land and property management which have benefited from its use. You
should also be aware of the major UK initiative to create an NLIS and appre-
ciate some of the information issues that arise when using a GIS to aid land
and property decision-making and management. In this last chapter we will
draw together the topics that we have covered, summarise our findings and,
finally, look towards the future of GIS in land and property management.

The use of GIS in land and property management

The ability of computers to handle geographic data has improved signifi-
cantly in recent years and GIS are well suited to the integration and man-
agement of local, national and international land and property data.
Consequently the various sectors of the property ‘industry’ represent sig-
nificant potential markets for GIS. In Part I of the book, we introduced the
principles that underlie GIS functionality. We looked at some of the most
commonly used GIS techniques for visualising and analysing GI, focusing
on how these methods might be applied to the land and property sector. We
considered the methods by which objects can be positioned on the surface
of the earth, and how the information we record about them can be digi-
tally encoded. We introduced vector and raster data structures for storing
GI, describing how geographical relationships can be encoded using them.
In Chapter 3, we went on to look at methods for visualising and analysing
digital geographical data. We considered methods ranging from simple
inventory and database query through to more complex overlay procedures
to combine data sets, network analysis to investigate accessibility and visu-
alisation procedures including 3D representation of the built environment.

Many people who work in property do so because they want to deal with
the built environment. They are interested in the planning, development, con-
struction and management of physical entities, together with the geography
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of the built environment and the financial, networking and other effects of
property decisions. GIS provides a platform on which to model some of these
decisions in a way that is intuitive using maps, plans and networks. Given
better and more competitively priced data from important data suppliers 
(a wish that is slowly being granted) and the adoption of the NLPG (reliant
on industry-wide support), GIS could become a formidable tool for property
information management and analysis.

A GIS is useful simply as a display tool. However, as Fung et al. (1996)
point out, a GIS is more than just a tool for producing or designing maps.
The technology offers potential to analyse large data sets, identify potential
development sites, narrow property investment choices based upon a large
combination of criteria and view the choices geographically in relation to
adjacent properties. A database may be queried and a property that meets
a set of required conditions can be identified and mapped together with its
attribute information. The technology offers a range of methods to analyse
geographical data by manipulating map layers, individually or in combina-
tion, to solve geographic problems.

A GIS helps the decision-maker to understand the concept of location.
Given the importance attached to location as an influence on all land and
property decisions, surveyors, planners, developers, valuers, environmental
managers and property managers should regard GIS as a major opportunity
for improving the decision-making process. Drummond (1994) notes that
GIS can help property professionals create maps that illustrate factors
including value, development potential or investment performance. Data
may be property-specific or relate to the area such as census and economic
data. For example, maps can identify properties for sale, help determine 
a realistic asking price by highlighting prices within the same geographic
area or category as a client’s property, or help to choose a retail site by
showing vehicle and pedestrian traffic and the potential customers within 
a 5-kilometre radius. The advantage of GIS over other types of data analy-
sis software is its ability to focus on geographically defined market areas
and to integrate and visualise data geographically.

To illustrate how spatially referencing property information is funda-
mental to property-related decisions, Table 11.1 divides the property cycle
into five stages and describes how geo-referenced property information can
be used at each stage.

Many people and organisations have invested in GIS because they handle
GI. Just about every company has recourse to GI at some point. Many
organisations that have implemented a GIS have found that one of its main
benefits is improved management of their own organisation and resources.
Because a GIS has the ability to link data sets together by geography, they
facilitate interdepartmental information sharing and communication. By
creating a shared database one department can benefit from the work of
another – data can be collected once and used many times.
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Table 11.1 How geo-referenced property information is used in the property cycle

Activity Role of geo-referenced property information

Development opportunity
Site identification Select suitable sites (size, layout, aspect, planning, land  

use, rates, access, neighbouring uses, etc.)
Planning policy Socio-economic analysis and geo-demographic analysis

of population and infrastructure
Development feasibility Market analysis and economic appraisal of the locality

Development feasibility
Financial feasibility Analysis of selected site with regard to market 

catchment, proximity of suppliers and competitors
Development site Planning, legal and competitor searches, government 
feasibility grant availability, regional economic policy, etc.

Environmental survey Environmental policy support, impact assessments and
land quality statements

Design
Land and hydrographic Digital cartography, boundary disputes, marine 
survey development and mineral exploration

Infrastructure design Identify routes for transportation and utilities’ services
Development plans Local authority planning support; integrate socio-

economic, housing, environmental, transport and 
property data spatially to determine optimum land 
use and where land use regulation is required 
(e.g. conservation areas)

Production
Planning consents Local authority planning support; notification of

applications, planning constraints and histories, local
land charges, etc.

Construction programme Contaminated land, geological survey network analysis, 
Infrastructure provision pedestrian and traffic flows 

Occupation and ownership
Property investment Decision support, geographical diversification of a 
Valuation and appraisal property portfolio Impact of location on value; 

accessibility, proximity to the market, competitors and
suppliers, selection of comparable evidence based 
on locational factors

Property management Management of property assets by large organisations.
acquisition and disposal Conveyancing and agency support (match client’s 

locational requirements with property available)
Regeneration and Analysis of opportunities – back to start of the cycle
redevelopment
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Geographical Information Systems applications in property in the UK began
in the public sector, in particular, within local government and the utilities. The
functions for which these organisations are responsible involve a great deal of
data maintenance rather than analysis and GIS was seen initially as a digital
replacement for paper maps. Most other organisations are not responsible for
large repositories of map data and therefore the decision to invest in GIS must
be based on other criteria. The use of GIS in the private sector is at an early
stage. Users of GIS in property include retailers, property agents, investment
managers and analysts, valuers, tax assessors, corporate property managers,
mortgage brokers, lenders and insurers. Uses include map display and presen-
tation, location analysis, rating and valuation, and property market analysis.

Part II looked at some of the ways that GIS has been used in a range of
land and property management functions. It provides examples of best
practice and experience of ‘trailblazers’ in various market sectors. When
considering the implementation and use of new technology in business,
there is no substitute for learning from other peoples’ experiences! The five
chapters in Part II began with basic mapping and property information
management applications. They then gradually introduced applications that
involve more analysis and advanced use of GIS. The problems faced when
implementing large land and property IS such as the NLIS, the NLPG and
the NLUD, as well as local authority property management systems, tend
to be organisational and political. As discussion progresses through the
chapters of Part II to more analytical applications the problems tend to
become more technical in nature.

Take-up of GIS has been slow in the field of land and property manage-
ment, perhaps due to two reasons in particular. First, cost justification in
the public and private sectors for the creation of LIS, property management
systems and GIS applications is more difficult when compared to GIS
implementation for network management in the utility sector. Second, the
selection, installation and management of a GIS for land and property man-
agement requires specialist skilled staff or consultants, who are either in
short supply or expensive. The complexity of system requirements and the
cost of digitisation of paper-based plans and records make the decision to
implement a GIS-based property management system a difficult one.
However, there are drivers that are encouraging the use of GIS for land and
property management: the legislative requirement for government to move
towards the electronic delivery of services, the increasing activity surround-
ing the ‘N’ initiatives – NLIS, NLUD and NLPG.

Table 11.1 illustrates the variety of professions that can relate to each
stage of the property cycle. These professions overlap and need to for the
cycle to work, but there is also the need to maintain competitive advantage.
This restricts the amount of information sharing and consequent business
opportunities that this might offer. There are several professional bodies
that represent the built environment professions so, politically and legally,
the property ‘industry’ may and often does not speak with one voice. The



RICS has strongly supported the development and uptake of GIS and the
sharing and dissemination of land and property data amongst the property
professions, as have the RTPI. Others, such as the Law Society, which 
lobbied against the reinstatement of price paid on the Land Register, have
different agendas.

Individuals and businesses all have a requirement for land and property
to some extent and therefore property advisors act on behalf of a great vari-
ety of clients. Consequently, the need for mapping and geographical analysis
is client as well as task-dependent. Retail occupiers and other location-
specific businesses may be more inclined to pay for geographical analysis in
support of their property advice. Others, such as the mineral extraction
industry or storage facilities may find sophisticated geographical of market
opportunities less appropriate. But property is increasingly regarded by
occupiers, be they tenants or owners, as a key asset/liability. Changes to
accounting rules mean that the long-term asset value/liability charge of
property must be reflected in company accounts. For many business sectors
property is often the second highest expenditure/outgoing after staff. Given
that urban rent theory proves that occupiers pay more for land and property
in certain locations (such as city and town centres of other dense urban
areas), the use of location analysis along the lines described in Chapters 8
and 9 is valid. The property professions are therefore uniquely qualified to
be users and innovators of a technology that is designed to manage and
analyse geographically referenced land and property information.

New ‘information’ markets in land and property management

It is difficult to quantify financially the implications that developments in
digital mapping, GIS and the Internet will have on the property profession.
It is generally agreed that income or fee generation from brokerage may
reduce if the use of Internet-based property listing services increases signifi-
cantly. What is more difficult to predict is the number and financial value of
new professional services that may germinate from the use of these emerg-
ing technologies. This uncertainty that surrounds possible threats and
opportunities to the future of land and property management functions
manifests itself as a reluctance to share information. Unfortunately this shar-
ing of information and data is exactly what technologies such as GIS depend
upon. As Adair et al. (1997) comment ‘the net outcome of this shifting bal-
ance of surveying business is considered to be unclear at this stage and infor-
mation sharing therefore remains a concern for the surveying profession’.

Information about land and property is fundamental to an industry that
is concerned with the natural and built environments. In March 1994, the
RICS Education and Membership Committee stated that ‘The growing
importance of IT in areas of practice such as GIS is liable to have a signifi-
cant effect on the needs of many employers’ (RICS, 1994). So, to try and
address the reluctance to share data, the RICS has been involved with 
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a number of initiatives that encourage wider access to land and property
data: the Domesday 2000 Initiative and NLIS are two examples. The RICS
has produced a policy paper on the availability of land and property infor-
mation that stresses the importance to surveyors of initiatives that attempt
to improve access to land and property data. Experience in Australia 
supports this view. Sharma et al. (1996) summarise the position neatly with
the following statement. ‘In 1995 there is not one of Australia’s 17.5 million
people whose life is not influenced in some way by GIS technology, nor 
one of its 7.7 million square kilometres of land that is not administered or
managed through the use of GIS’.

Enthusiastic demand for the information generated by national land
information management initiatives has been seen repeatedly. The Swedish
Land Data Bank, the US National Spatial Data Infrastructure and UK 
government data dissemination services like the National Statistics
‘Neighbourhood Statistics’ project or the Land Registry’s online house price
information service have all seen widespread uptake. This suggests that, if
the reluctance of some parties can be overcome, there are wideranging
opportunities for the brokerage and application of land and property infor-
mation via the distribution channels of the new information sector.

The NLPG, and BS7666 on which it is based, were introduced because
local authorities experienced huge problems referencing and describing the
land and property data that they are required to collect and maintain in
support of their statutory functions. Each component of BS7666 provides 
a valuable resource for information integration and the undertaking by
local authorities to adhere to the standard is a significant step forward. The
national adoption of BS7666 will ensure that each unit of land and prop-
erty can be unambiguously identified, which enables data to be shared with
confidence and allows data held by different organisations about the same
property to be integrated. It is this process of combining data that will
unlock the latent value in those data. Construction of a BS7666-compliant
NLPG is progressing. Once complete, it will be a substantial resource, not
only as a prerequisite for the NLIS, but also in providing a referencing
framework that enables the sharing of land and property data and the
development of new applications and business opportunities in the private
sector. The OS’s MasterMap initiative is a valuable parallel resource that
will make ‘intelligent’ topographic mapping data including basic informa-
tion about the extent of land parcels and buildings available to the land and
property sector. Exactly how the two will interface remains to be resolved.

As progress is made towards an NLPG and an NLIS, an increasing vol-
ume of property data will become available. Property professionals will
have access to these data and it may be a case of deciding which markets
will be the focus for professional activity in the future. The two traditional
markets of real estate agency (brokerage) and property consultancy may be
joined by a third, an information market. Of course this market will mean
new competition, from publishers and specialist data providers, but the
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property professions must decide where they would like to operate in the
future. Already, property professionals are finding employment and careers
in areas where new technologies such as GIS are used to manage land and
property information. But the property industry has not yet fully appreci-
ated the benefits of collecting, storing, analysing and presenting land and
property information using a GIS. Even where GIS implementation has
been widespread, in the local government sector for example, the use of GIS
has largely been to automate operational procedures that have an inherent
geographical dimension.

Part III examined how data sets should be managed in order to maximise
their value and to inform users as to whether they are fit for the purpose
intended. In this way data sets can be traded with confidence in a land and
property information market. The assembly of data and the linking of data
sets has legal implications. As in all aspects of professional work using data
resources, care must be taken over the terms and conditions of copyright,
licensing agreements for software and data and the potential caveats caused
by data protection legislation. Perhaps the time has come for a new breed
of property professional, the ‘land information manager’ envisaged by Dale
(2001), who can understand and appreciate issues of land and property
management in the context of computerised geographical information
resources and can apply those resources in working towards more effective
decision-making.

The UK land and property management professions have worked very
well in spite of the lack of readily available disaggregated data on land use,
value and ownership. With historical roots that often lie on the eighteenth
and nineteenth centuries, professional bodies have created informal net-
works of information exchange that have benefited both client and advisor.
But, in the information economy of the new millennium, things are chang-
ing rapidly and significantly. For example, the Land Register of England
and Wales, established in 1925 and which includes details of legal owner-
ship, is now publicly accessible by anyone – not just the landowner – and
the price paid at the last transaction also appears on the Register since the
late 1990s. The Registry publishes average price paid by property type
down to the level of postcode sectors on its website, making the value map-
ping of residential property at quite local levels and time-series tracking an
achievable aim in the near future.

So far, big changes to traditional land and property activities such as con-
veyancing, development and planning have not occurred. These areas may
see great changes over the next few years. This book has described many of
the initiatives that are going on out of the clients’ eye – changes to back-
office functions and the way in which analyses are carried out in support of
client advice. In the public sector the Land Registry and the OS have invested
substantial funds in the development of electronic land registration and
searches and large-scale digital mapping. In the private sector, companies
like Environmental Systems and Research Institute (ESRI) UK with their
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Searchflow electronic conveyancing service and Landmark’s environmental
investigation service are GIS-based. But the GIS is behind the scenes. It is the
quality of the geographical analysis that is evident. Expansion and integra-
tion of initiatives such as these is largely dependent on a single catalyst – the
completion and widespread adoption of the NLPG.

National initiatives for land and property information

In almost every society, there is a need to manage property information for
administrative and planning purposes and the creation of an NLIS is an aid
to that management function. There are clear advantages to be gained from
a national service that disseminates comprehensive and reliable land and
property data quickly, cheaply to those who require them. At the very least
such a service should include data on ownership and legal interests, use,
development control and planning and property values and prices. These data
could be combined with social, environmental, economic and other data.

The process cannot be hurried – Switzerland has proposed to upgrade its
cadastral system, which some already regard as the best in the world, and
it is estimated that this process will take thirty years and around 2 billion
ECUs. The Swedish Land Data Bank took over ten years to complete. In all
cases, the only way that a multi-purpose NLIS has been able to succeed 
is with unrestricted access to data. Such systems are doomed if the data 
that they contain are not comprehensive, accurate, up-to-date, regularly
maintained and reasonably priced.

The technical ability to create an NLIS in Britain is in place. Chapter 5
described the NLIS initiative currently under way and Chapter 10 described
some of the issues that need to be resolved before an NLIS can become 
a reality, many of which are now being addressed. They include:

� the adoption of standards in order to integrate the data sets that are
maintained by different organisations;

� the introduction of legislation to release key property information, such
as transaction data, into the public domain;

� the protection of personal privacy and commercial sensitivity;
� the availability of sufficient finance;
� public and private sector support;
� the satisfactory allocation of responsibility for data ownership,

integrity, maintenance of data and liability for incorrect data; and
� the establishment of a pricing policy for access to and extraction of

land and property data via the NLIS.

The Conveyancing Application of NLIS, described in Chapter 5, is helping
to address some of the above issues and the Bristol-based pilot has provided
valuable empirical results of NLIS operation, which has potentially far-
reaching implications for the property market.
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It is possible to develop an NLIS that does not contain a detailed survey
of land parcel boundaries (as in the UK). In such cases, a parcel identifier
will suffice for land registration and property taxation purposes. However,
research suggests that the mapping of boundaries is necessary in the long
term (although this has not occurred in the UK yet). The choice of property
identifier is crucial if an NLIS is to be extended to a true multi-purpose
cadastre. In the UK there are three land and property identifiers that can
legitimately be described as national:

� the UPRN used in the NLPG and maintained by local government;
� the TOID used in MasterMap digital map data and maintained by 

the OS;
� the Title Numbers used in the Land Register and maintained by the

Land Registry.

The relationship between these three identifiers is very important if we are
to achieve a ‘joined up geography’ relating to land and property informa-
tion management. In the UK the merger of the Land Registry, OS and the
VO would help resolve the discrepancies between these identifiers and
encourage a single government department to take responsibility for the
provision of public sector land and property information in NLIS, but such
a merger would have far-reaching policy implications. Currently, there are
overlaps of functions between the three owners of the above identifiers. For
example, when creating the topographic units in MasterMap the OS
inserted many thousands of inferred links to separate land parcels that are
under separate ownership. This resolves the problem of having a single
polygon on a map representing the open plan gardens belonging to, for
example, a dozen houses. But ownership is not a topographic feature and,
strictly speaking, should not be delineated by topographic units. In fact,
ownership boundaries are not legally delineated in the UK at all (except in
a few rare cases) but the recording of ownership title and description of
legal extent of ownership is the responsibility of the Land Registry. It would
seem logical, therefore, for the OS and the Land Registry to collaborate on
the creation of these inferred links.

Another example is the charging policy for the NLPG. The NLPG is an
amalgamation of LLPGs created and managed by local authorities. Via the
Local Government Information House, local authorities are able to recoup
expenditure on maintaining LLPGs by charging users. But the OS owns the
National Street Gazetteer, which is an integral part of the NLPG. What hap-
pens if the Land Registry and the VO, whose address databases helped com-
pile the NLPG, want revenue too? Without co-ordination and integration
of central and local government departments and agencies, organisational
barriers may prevent what is technically feasible. Dale (2001) suggests that
now is the right time for NLIS, NLPG and NLUD initiatives to be integrated
into a single national multi-purpose cadastre. This cadastre should be based
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on general boundaries with the basic spatial units as recognised in the
NLPG, rather than OS Mastermap land parcel identifiers, because of the 
former’s ability to record property interests that exist in three dimensions.

The NLUD initiative has been on the drawing board for a long time.
Perhaps it has languished as a purely public sector inititative, driven (rather
slowly) by a central government department. A solution might be for prop-
erty professionals in the private sector to pool land use data with colleagues
in local authority planning departments and the VO using the NLPG as the
foundation. The NLPG is superior to OS MasterMap for the purposes of
property management because it can handle land and property interests in
3Ds, for example, a shop with a flat above. Such data sharing, as a com-
mercial venture, would be a good example of a Public Private Partnership.

So there is an overall trend towards multi-purpose NLIS (Larsson, 1991).
However, the question of whether international systems are yet achievable
arises. Dale suggests that the challenge for the UK NLIS is to incorporate
geographical analysis as well as simple data inventory. Currently, few multi-
purpose LIS with advanced GIS capability are operating successfully on 
a national scale. Despite this, there are already moves towards a global data
infrastructure. For a global geographical data infrastructure to arise, tech-
nical standardisation will also have to be international, requiring organisa-
tions with a global focus. A recent example is the OpenGIS Consortium
(OGC), whose aim is ‘to facilitate transparent access to heterogeneous geo-
data and geoprocessing resources in a networked environment’. OpenGIS
has already been cited as an enabling technology for the US NSDI by the
Federal Geographic Data Committee (FGDC, 1994), and OGC liaises
closely with ISO. Although ‘new technology … has greatly increased the
potential for developing (multipurpose) systems’ (Larsson, 1991), manage-
ment problems, in particular those associated with standards, IPRs, political
and legislative frameworks must be considered fully if a global land infor-
mation infrastructure is to be realised. Whether a truly global approach 
is possible or practical will become clear during the first years of the new
millennium.

New methods of data visualisation and exploration

Over the next few years we may see the disappearance of GIS as a separate
piece of ICT as it becomes integrated with more mainstream database and
spreadsheet software. A GIS does no more than geographically ‘enable’ 
a database of land and property information. Therefore, geographical
analysis of this information should be an extension of typical database and
spreadsheet analysis. Products like MapPoint or InfoMap are already steer-
ing towards this goal, although these packages typically lack much of the
specialist functionality of full-blown desktop GIS software. Often the
results of geographical analysis are analysed further and reported in spread-
sheet, statistical and database environments, respectively, and a closer 
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coupling of these technologies is probably inevitable. When deployed in
tandem, such technologies could greatly enhance the integration of property
and business data, allow for high quality property performance measure-
ment and more proactive property management.

Geographical Information Systems have made it easier and cheaper for
users of geographical data to explore and analyse complex geographical
phenomena. As the technology has moved from laboratory to desktop, this
capacity has certainly increased and will continue to do so as computer sys-
tems become more powerful and our capability to manipulate and visualise
large amounts of data simultaneously improve. Three-dimensional  visuali-
sation, complex modelling and interlinking of database systems are now
standard components of the GIS software arsenal. We must hope that along-
side these new tools the GIS industry and the university sector that develops
them and trains new GIS practitioners will also provide suitable instructions
and caveats on use. The tools of the future will only empower the GIS user
if their limitations and practical applications are fully understood. In gen-
eral, the movements of the GIS industry in this regard are encouraging. The
documentation of GIS data sets is now a standard component of most desk-
top systems and there is clear recognition that an awareness of the limita-
tions of data is paramount if effective decisions are to be made. At the same
time, care must be taken to preserve the integrity that was built into old
maps. As the potential for data manipulation becomes more flexible, effort
is needed to improve the quality of data and the methods whereby they are
subjected to changes in scale.

GIS and the Internet

The Internet is a phenomenally successful communication tool and a major
contributing factor to the freeing up of land and property information. It is
revolutionising the delivery of data and services. Indeed, GIS functionality
will increasingly be accessible via the Internet. Adair et al. (1997) state that
‘there is consensus that the advances made in information technology with
almost limitless data transfer and handling capacity, geographic informa-
tion systems and the communicative power of the Internet would lead the
way forward’. Examples of the deployment of Internet-based geographical
analysis and display tools have been included throughout Part II. Perhaps
the most sophisticated of these can be found in Chapter 7 where 3D models
(developed using GIS tools) can be viewed interactively and in real time
using a virtual reality browser over the Internet.

The practicalities of Internet GIS have been limited by problems of band-
width and processing power to deliver GIS data structures rapidly.
However, these problems have largely been overcome and many of the
major GIS software houses have produced solutions designed to serve map
data across the net. The future of mapping for land and property informa-
tion may well include virtual environments including animated floor plans

Future prospects 377



and 3D graphical models, linked to complex distributed databases and all
served via the Internet in a fully interactive, real time framework. The 
components of such a scenario are already in place.

The majority of property professionals work in small practices and it is
here that latent demand for web-based property information services may
exist. For example, the Land Registry records approximately 250,000 –
300,000 transactions each quarter. In 1994, for example, there were 
1.27 million conveyances recorded in England and Wales. Before the con-
veyancing process and subsequent transaction each property must be mar-
keted and valued. It is in these processes that web-based property
applications offer significant potential. However, the implementation of
web technology that incorporates digital mapping and GIS in an industry
that is characterised by a large number of small firms is not without its
problems. For example:

� there are very few large firms to make substantial investment in IT;
� awareness of potential benefits of IT are difficult to disseminate – this

is substantiated by feedback from NLIS presentations;
� few personnel in small- to medium-sized firms are employed as dedi-

cated IT specialists, therefore IT should be easy to learn and use for all
practitioners;

� it may take a long time for a particular IT implementation to reach 
critical mass;

� pay-back on IT investment by small firms will have to be quick or
implementation costs should be phased or by subscription (cf. Promap
and Focus).

Some of these points are taken up by Adair et al. (1997) who state that ‘the
structure of the market includes large numbers of small local firms, the 
perception being that this encourages a degree of general secrecy and only 
a limited form of information sharing based on informal networks’.

A mobile future

As well as the potential for increased data sharing due to web technologies,
an important development is the enhanced capacity for mobile information
management presented by improvements in mobile communications 
technologies and portable computing platforms. The use of such methods in
the property sector has been hindered by a static data capture process,
requiring agents to return to the office to retrieve data. With the develop-
ment of cost-effective real time tracking technologies like the GPS and 
the availability of palm top computing platforms linked to mobile commu-
nications systems it is now possible to record the geographical location of
property resources alongside other key information in near real time and to
transmit these data directly back to a corporate headquarters. The full
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impact of real time data capture and retrieval is still to be realised, but these
technologies represent important opportunities to review and perhaps 
revolutionise working practice.

Conclusions

Land and property professionals, along with everyone else, face a world
that is changing socially, economically, politically and environmentally at
an ever-increasing pace. In particular, the following global challenges are
pertinent to the subject matter covered in this book:

� The development of ICT in terms of its speed, capacity, portability, for-
mat and availability, the mushrooming availability of digital data (map-
ping and property data), reductions in the cost of ICT and data, and
client demand for more rigorous analysis mean the world is becoming
more ‘data-centric’ (McKeon, 2001).

� Economic reform of companies and their relationship with national
governments and continental and international parliaments and trade
organisations, as well as their effect on society and the environment.

� Globalisation of trade, culture and professions. With population increase
and industrialisation continuing to exert pressure on the land it is more
important than ever that information about geographical patterns, rela-
tionships and trends can be collected, stored and processed efficiently.

� Development of the built and natural environment that is sustainable.
Pressure on land and property resources has never been greater.
Countries at all stages of economic development are faced with difficult
decisions concerning the allocation of resources for economic output,
environmental needs, planning, housing and infrastructure provision.
These decisions are growing in complexity because of the need to match
diverse requirements to an increasingly limited land resource.

Looking back over the past fifteen years or so at the use of GIS in land and
property management, a series of events have combined to produce signifi-
cant opportunities for the future:

� The realisation of cost effective hardware and software technologies to
handle mapping and geographical analysis.

� Technology-led application of GIS to land and property management
functions.

� Rapid development of technological capability of GIS software to meet
burgeoning demands of users.

� Realisation of data limitations in terms of availability, cost to digitise
in-house and/or purchase from a third party.

� Substantial land and property data digitisation activity, especially in
national mapping and land registration agencies.
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� Realisation that the lack of executive level awareness of the potential of
GIS in land and property management, together with a shortage of
appropriate skills, were restricting the development of GIS applications
in land and property.

� Motivation to overcome awareness and skills issues via national initia-
tives that encourage data to be shared and organisations (in the public
and private sectors) to work together in new land and property infor-
mation markets.

The list shows that, technologically, few barriers stand in the way of the
widespread application of geographical analysis techniques to land and
property data. There are unprecedented opportunities for deploying these
techniques to improve decision-making. Data issues are widely recognised
and great efforts have been made to address them. In many countries, these
efforts are still underway. At the same time, awareness amongst owners and
users of data is improving but there is still some way to go. The organisa-
tional and political factors that can affect the deployment of GIS technology
remain significant barriers to effective implementation, and there is still
substantial scope for improving the way in which information resources are
documented and their quality reported.

Dale (2001) argues that the NLIS, NLPG and NLUD in the UK are being
launched because of deeper concerns for the environment and the commer-
cial needs and opportunities for development. A similar purpose lies at the
heart of the US NSDI initiative and parallel developments in Australia, New
Zealand and Europe. There are many ways that data about land and prop-
erty can be used to enhance our understanding of the land market and to
support more sustainable development.

Our exploration of the use of GIS in the property sector demonstrates
that laudable efforts have been made to develop technology capable of
managing, analysing and presenting land and property information in a
geographical context. Some of the ways in which this technology is now
being used in the property sector have been described in this book and there
appear to be considerable opportunities for the future. It remains to be seen
whether the wider land and property management sector will embrace these
opportunities and the changes in work practice that they will require and
move towards an environment of information-rich property analysis and
better quality decision-making as a result.
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AM/FM Automated Mapping/Facilities Management. This is a specific
application of GIS to the management of utility networks such as pipes,
cables, etc.

Area Homogeneous extent of the Earth bounded by one or more line 
features to form a polygon.

Attribute An item of text, a numeric value or an image that is associated
with a particular spatial feature.

Buffer A zone of user-specified distance around a spatial feature and used
to establish the proximity of features, for example, to find areas of
development land less than 2 kilometre from a motorway.

Cadastre A data set containing information related to land ownership, use
and value. This usually takes the form of maps and descriptions of
uniquely identifiable land parcels. For each parcel, legal information
such as ownership, easements and mortgages are recorded along with
ownership and values for taxation purposes.

Cell The basic element in a raster data set.
Centroid The centre point of a polygon, often used to attach attribute

information to an area.
Connectivity The topological identification of connected arcs by recording

the from- and to-node for each arc. Arcs that share a common node are
connected.

Contiguity The topological identification of adjacent polygons by recording
the left and right polygons of each arc.

Co-ordinates Numbers representing the position of a point relative to an
origin, for example, National Grid co-ordinates.

Database A logical collection of related information, managed and stored
as a unit.

Data dictionary A catalogue of all data held in a database.
Data model A formal representation of the real world.
Data set A collection of logically related data items.
DEM Digital Elevation Model (or Terrain Model). A data model used to

represent a 3D surface, often based on a grid with a height value for
each cell, or on a set of irregular triangles (see TIN).
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Digitising Conversion or encoding of existing maps from paper form into
digital form as x, y co-ordinates, for example, via a digitising tablet or
scanner.

Entity A collection of objects (people, places, etc.) described by the same
attributes.

Entity relationship diagram A graphical representation of the entities and
the relationships between them.

Geo-code The attribute in a database used to identify the location of a
particular record, for example, a postcode.

Geographical data The locations and descriptions of geographic features –
the composite of spatial and attribute data.

Geographical database A collection of spatial and attribute data organ-
ised for storage and retrieval in a computer system.

Geo-reference Relationship between page co-ordinates on a planar map
and real-world co-ordinates.

Gravity model Used to model the behaviour of populations, the underly-
ing assumption is that the influence of populations on one another is
inversely proportional to the distance between them (cf. gravitational
attraction from Newtonian physics).

Land line Large-scale digital map data available from the OS (now
replaced by Mastermap).

LIS Land Information System for the management, analysis and presenta-
tion of information relating to land, including ownership and legal
rights. Often an automated development of the cadastre.

Line A set of co-ordinates that represents a linear geographical feature
such as a road, stream or railway.

Map A representation of the physical features of a portion of the Earth’s
surface graphically displayed on a planar surface.

Map projection A mathematical model used to convert 3D reality into two
dimensions for representation on a map, or within a 2D GIS database.

Map scale The measure of reduction between the representation and the
reality, be it a map or a spatial database. Scale is usually represented as
a representative fraction of distance, for example, 1:50,000, 1 unit of
distance on the map representing 50,000 units in reality.

National Topographic Base The formal title of the OS’s national map
archive.

Network A model representing the interconnected elements through
which some form of resource can be transmitted or will flow. In GIS
this is represented as a series of nodes connected by arcs, each or which
has attributes representing flow characteristics, for example, a road or
pipeline network.

Node A basic spatial entity within the vector data model, which repre-
sents the beginning or end of an arc. Also, a node may be formed when
a number of segments join. For example a node might be represented
in a road network as a highway intersection.
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Point A spatial entity that represents the simplest geographical element.
Represented in the vector data model as a single x, y co-ordinate, and
in the raster as a single cell. The point may have associated attributes,
which describe the element it is representing.

Polygon A representation of an enclosed area defined by an arc or a series
of arcs that make up its boundary. Polygons may have attributes
describing the area they represent.

Raster A data structure composed of a grid of cells. Groups of cells rep-
resent geographical features; the value in the cell represents the attrib-
ute of the feature.

Relational database A method of structuring data as collections of tables
that are logically associated with each other by shared attributes.

Scanning A data capture technique, which digitises information from hard
copy into digital raster data.

Spatial analysis Spatial analysis is the process of applying analytical tech-
niques to geographically referenced data sets to extract or generate new
geographical information.

Thematic map A map, which communicates a single theme or subject. For
example, a population density map and political boundary map. This
contrasts with a topographical map which is a general purpose map con-
taining landscape features such as rivers, roads, landmarks and elevation.

Topology The spatial relationships between connected or adjacent geo-
graphical objects. Topology is used to apply intelligence to data held in
the vector data model. For example, topological information stored for
an arc might include the polygon to its left and right, and the nodes to
which it is connected.

Vector data A data model based on the representation of geographical
object by Cartesian co-ordinates, commonly used to represent linear
features. Each feature is represented by a series of co-ordinates which
define its shape, and which can have linked information. More sophis-
ticated vector data models include topology.



3D modelling 190, 193, 196

abscissa 23
accessibility 202, 208, 212, 276
accuracy 32, 286–7
aerial photography 139, 193
angle of grid convergence 24
Aon Corporation 233
Appraisal Institute 272
Architecture Foundation 195
ArcView GIS 193
area profiling location 206
areas see geographical features
areas of Ancient Woodland 151
attribute combination, methods of 75
attribute data 39
Audit Commission 123, 124, 126
Aylesbury Vale District Council

127, 128

Barbican 267
barometric pressure map 35
Basic Land and Property Unit (BLPU)

92, 318–21
basic spatial unit 101
benchmarking 349–51
Benfield Grieg Ltd 232, 233
Birmingham City Council 131, 174
breakpoints between map classes 60–1
Bristol City Council 105, 118, 

131, 180
Bristol offices 257
British Geological Survey 187, 

189, 231
British National Grid 18, 21, 24–7
brownfield sites 159, 165
BS7666 92, 105, 106, 127, 128, 129,

136, 139, 176, 181, 246, 319–24
buffer zones 68, 72–4, 76

building society 207
business case for GIS 338–42

CACI 211, 214, 218
cadastre 96, 102, 103
Canary Wharf 185
car dealerships 207
Cardiff City Council 133
cartographic symbols 28
Catalist 208
catchment area 202, 206–8, 210–12,

214, 220
Central London Office Forecasting

Service 245, 246
central statistical area 162, 163
Centre for Advanced Spatial Analysis

(CASA) 161, 191, 193, 196
Character Area 151
Charles Planning Associates 183
Chartered Institute of Public Finance

and Accountancy 123, 126
choice of colours on maps 60
choropleth map 34, 57–9
City of Vallejo, California 134
class interval definitions on maps 59–62
combinatory geographical overlays 76
combining data geographically see

overlay analysis
Common Agricultural Policy 149
competition analysis 207, 208
completeness 288
Computer Aided Design (CAD) 8, 

140, 191
Computer Aided Facilities 

Management 140
computer hardware 11–12
confidentiality 303–8
conformal projection 22
consistency 288
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consumer spending 210
contaminated land 187
continuous characteristics 30
contour lines 30, 36, 38
contour maps 34–6
contributory rule 75
conveyancing 5, 109, 111, 117, 133
co-ordinate systems see spatial 

referencing
copyright see Intellectual Property

Rights
corporate GIS 335
corporate property database 180
Corporation of London 193
costs and benefits of GIS 338–42
Cotswold District Council 168
council house sales 129
council tax 221
Countryside Agency 151
crime modelling 234
currency 288
customer profiling 207, 219

data: access to 298, 302–8; definition
of 5; for Geographical Information
Systems 13

Data Base Management Systems 7
database information 14
data capture 43, 178
data integration 284; factors 

affecting 284–5
data misuse 295–6
data modelling 7–13
data ownership 298
data protection 301–2
data protection legislation
data quality 284, 285–8; assessment 

of 297; description of 313–15; and
the display of land and property 
data 294; of land and property 
data 289–94; measurement 
of 286–8; and the National 
Land Information Service 297

data standards 284, 309–18
data structures 39, 76; definition 

of 39; organisation of 39; and 
overlays 76; raster see raster data
structures; vector see vector data
structures

data visualisation
datum 30
Debenhams 206
Defence Estate 139, 140
demography 201

Department of the Environment 
(DoE) 170

Department of the Environment,
Transport and the Regions 
(DETR) 165

development 5
development agencies 219
development control 181
Digital Elevation Model (DEM) 186
digital imagery 14
digital mapping 179
digital maps 13, 32; scaling of 32
direction of flow 43
discrete characteristics 30–1
distribution network 208
Domesday 2000 105
dominance rule 75
Donaldsons 214
drive-times 202, 211, 212, 214, 218,

219

Eastern Thames Corridor 126
Easting 24
East Lindsey District Council 182
EGi London Office Database 221, 245
EGPropertyLink 113
English Heritage 91, 155, 156
English Nature 151, 187
English Partnerships 109, 165, 185
Environment Act, 1995 164
Environment Agency 153, 154, 179, 187
environmental risk 187, 188
equator 18–19, 24
equidistant projection 22
Ernst & Young 219
error propagation 294
errors 290
Essex Sites and Monuments 

Records 156
Estates Gazette 113
Euclidean distance 202

facilities management 140, 141
feasibility studies for GIS 

implementation 337–8
financial service providers 205, 234–5
flooding 154, 186, 188, 232, 233, 234
focus 117, 245
food retailers 204, 205
Forestry Commission 148
forward planning 181
FPDSavills 220
freedom of information 302–3
functionality 8, 13
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General Boundaries Rule 100
generalisation of cartographic data 31–2
GeoBusiness Solutions 200
geodemographic analysis 201, 204
geographical analysis 64–80
geographical features 29; area 

features 29; line features 29, 42;
point features 29

geographical information: definition of
5; and visualisation 80

Geographical Information Systems 4,
8–10, 14–16, 18; core functionality of
11–12; and databases 15; definition
of 6; hardware and software for
11–12; implementation of 331–58;
and information presentation 54–64;
maintenance of 333

geographical relationships 64
geoid 19–20
geology 189
geo-referencing see spatial referencing
GIS professionals 362–4
Glenigan 221
Global Positioning Systems 

(GPS) 17–19, 21, 148, 149
Global Video 209
Gloucestershire County Council 133
Goad plans see retail Goad plans
graticule 21, 24–5
gravity modelling 204, 210, 212
greenfield sites 159
Greenwich Meridian 18–19, 21–4
Grid Co-ordinate Systems 18, 23–6;

origin of 23
grounds maintenance 131, 180, 181
ground water protection 154

Hackney Building Exploratory 195, 196
hazardous materials 188
Henderson Global Investors 234
Highways Agency 136
Historic Landscape Assessment 154
Historic Towns Survey Project 156
Home Energy Conservation Act 131
Horsham District Council 179
housing allocations 169, 181
housing association 134, 135
housing database 179
housing developers 185

implementation of national land and
property initiatives 358–60

Improvement and Development 
Agency 108, 165

Index Map 100
information 5
information and communication

technology (ICT) 6–7
information management 283
information systems 6–7
insurance 231, 233
intangible features 31
Integrated Administration and Control

System (IACS) 149
Intellectual Property Rights 298–301
Intelligent Addressing 94
Intelligent Space Partnership (ISP) 258
interaction rule 75
Inter-Departmental Business 

Register 162
Internet 377
Internet GIS 190
investment perfomance 

measurement 221
Investment Property Databank 214,

240, 249
Invitation To Tender (ITT) 346–9
Ireland 113
Isle of Wight 156
isochrone 35
isopleth 34

Japan 113
Dr John Snow 88
Jones Lang Lasalle (JLL) 95, 211, 214,

218

KPMG 106, 107

labour market areas 220
Lambert Smith Hampton 256
land 4
land charges administration system

130, 180
Land Cover Map 155
landfill sites 188, 189
land information system (LIS) 9–10,

101, 102
Landline 89, 155
Landline® data sets 45
land management 5, 150
Landmark Information Group 187
land parcel 96, 127
land and property identifiers 92
land register 96
Land Registry 91, 92, 98, 105,

108–10, 118, 127, 129, 137, 149,
180, 185, 221, 246
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land taxation 103
land tenure 96
land terrier 124–31, 139, 140, 179–81
land use 187
latitude and longitude 18, 21, 22, 25;

definition of 18
leisure operators 219
liability 295–6
licensing agreements see Intellectual

Property Rights
lineage 287
lines see geographical features
link and node structure 42–3
listed buildings 180
Lloyds Chemists 206
local authority property management

121, 124
local government 177
local land charges 105, 109, 118, 

180, 181
local land and property gazetteers 92,

127, 128, 129, 131, 176, 177, 181
local planning authorities 176, 177
location value response surface 277
London Borough of Barking and

Dagenham 128
London Borough of Hackney 87
London Borough of Kingston 87, 180
London Transport Property 139
longitude see latitude and longitude
Lothian Regional Council 169

maintaining geographical information
systems 352–5

MapInfo 211
MapPoint 211
map production 176, 177
map projections 6, 21–6
map scale 27
market research 110, 201, 202
Marks and Spencer 206
Mastermap 90
Mercator 24
Meridian 20–1, 24
metadata 313–15
Metropolitan Life Insurance 

Company 236
Ministry of Defence 139
mobile data capture 378
modelling 7, 13; and GIS 

databases 37–8
motorway corridors 255
Multimap 113, 214
multiple regression analysis 204, 273

National Assembly for Wales 154
National Association of Realtors 110
National Buildings Data Set 91
national grid see British National Grid
national initiatives for land and

property information 374
National Land Information System

(NLIS) 104
National Land and Property Gazetteer

(NLPG) 92, 103, 109, 315–24
National Land Use Database 

(NLUD) 109, 160, 164, 165
National Nature Reserve 151
National Parks 122
National Survey of Local Shopping

Patterns 210, 211
National Topographic Database 89, 185
Natural Area 152
Network Rail 139
new information markets 371
NLIS channels 109
node 42, 43
non-food retailers 205, 206
Norfolk County Council 182
northing 24
Nottinghamshire County Council 152
Nuclear Industry Radioactive Waste

Executive 189

Occupier Property Database (OPD) 258
Office of the Deputy Prime Minister

(ODPM) 160, 161, 165
office location planning 217, 221
Office for National Statistics 162
ordinate 23
Ordnance Survey 89, 92
organisational issues for GIS

implementation 360–2
outlet strategy 205
overhead transmission wires 188
overlay analysis 69, 72–4; combinatory

overlay 76; and data structures 76;
line on line overlay 69; line on
polygon overlay 69; point in
polygon overlay 69; point on line
overlay 69; point on point 
overlay 69; polygon on polygon
overlay 69; practical examples 
of 71–4, 76–80; raster overlay
76–80; and set theory 69–70

panoramic imaging technology 196
paper maps, limitations of 36–7
parallels 20
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pedestrian modelling 258, 266
petrol stations 208
pilot projects 344
planning application systems

177, 179
planning policy 160
planning procedure 169
points see geographical features
polygons 43
positioning see spatial referencing
postcode 6, 139, 201, 204, 208, 211
Postcode Address File (PAF) 327
Powys County Council 179
Pre-Build Information Service 185
Precision 32, 287
precision farming 149
procurement policies for IT 

equipment 349
project definition 332
Promap 188, 211
property 4–5
Property Advisors to the Civil Estate

(PACE) 91, 135
property consultants 208
property data: coverage of 290;

strengths and weaknesses of in the
UK 289

property development 182
property information 6; and the

property cycle 369
property investment 235
property management 4
property management systems 7, 124,

127, 131
Property Market Analysis (PMA) 240
Property Market Information Service

(PROMIS) 240
property portfolio management 

system 130
property valuation 270
property value maps 267

radioactive waste 230
radio masts 258
radon 188, 189
raster approaches 39
raster cells 47–9
raster database 76
raster data sets 76
raster data structures 45–6, 48–9;

benefits and limitations of 49;
comparison with vector data
structures 50

raster layers 46, 77–8

raster orientation 47–8
raster resolution 47
real estate 4
Realtors Information Network 110
regional planning 169
Registers of Scotland 108, 137
registration of deeds 96
registration of title 96
relief map 30
representation of points, lines and 

areas 40–4
representative fraction 27
Residential Property Price Report 246
retail development 258
retail Goad plans 204, 208, 211, 240
retail location analysis 202, 204, 206,

209, 210, 211
retail rent forecasting 210
right-to-buy 129
risk management 233
Riverside Housing Association 134
River Thames 186
Royal Institution of Chartered

Surveyors (RICS) 105, 107, 123,
124, 126

Royal Mail/Post Office 139, 179
Royal Town Planning Institute (RTPI)

122, 176, 178
Rugby Borough Council 181
rural land management 148

Safeway 205
Sanderson, Townend and Gilbert,

Newcastle 208
Saskatchewan, Canada 110
satellite imagery 185
scale 27
ScotLIS 106
Scottish Environmental Protection

Agency 187
Scottish Homes 169
shopping centre 206, 211, 212, 214, 216
shopping centre developers 186
shortest path analysis 263
sieve analysis 182, 185
Singapore LIS 106
site appraisal 183
Sites of Special Scientific Interest 

(SSSI) 151, 187
socio-economic mapping 34
software 12
South Staffordshire Housing

Association 134
space planning 140, 141, 145
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spatial autocorrelation 292–3
spatial information: aggregation 

of 292; autocorrelation of 292–3;
errors in 291

spatial referencing 17–27, 38, 51;
numeric spatial references 5;
symbolic spatial references 6

Special Area of Conservation 151, 180
sphere 19–20, 24
spheroid 19–20, 24
SSR Realty Advisors 236
standards for land and property data

315–28
storms 232, 234
Strathclyde Regional Council 131
subsidence 188, 231, 234
Sunkist 150
surface modelling 30
Sutton London Borough Council 133
Swansea City Council 181
Switzerland 273
symbolisation 32
systems analysis 343

tangible features 31
Terence O’Rourke 183
thematic maps 33–5, 54–5; area class

34–5; choropleth see choropleth
maps; isopleth 34–5; thematic
visualisation 80

title plan 98
topographic maps 32–3, 46, 51, 54–5
town centre boundaries 160, 161
town centre index 162
town planning 170, 172
Toyota 207
trade potential report 205
Transport for London 260
Transverse Mercator projection 24–5
tree preservation orders 180

Unique Property Reference Number
(UPRN) 92, 103, 124

University of Bristol Healthcare 
Trust 141

University College, London 161
University of Minnesota 145
urban design 190, 191, 193
Urban and Economic Development

Group (URBED) 161

Vale of White Horse District 
Council 131

valuation 5
Valuation Office 92, 105, 118
vector approaches 39
vector data structures 39–45, 76;

benefits and limitations of 45;
comparison with raster data
structures 46

virtual city 190, 195
Virtual Environments for Urban

Environments (VENUE) 191
Virtual Reality Modelling Language

(VRML) 191, 193
Virtual Urban Information System 195
visibility analysis 263
visualisation 80; of the built

environment 81–3; of geographical
data 80, 376–7; in three 
dimensions 80–2

Wakefield Council 183
West Oxfordshire District Council 179
Willis Risk Management 

Consultants 186
Wolverhampton 193
Woodberry Down 196
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