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Preface

Public health has been defined as the “science and art of prolonging life, preventing
disease, and promoting health through organized efforts of society.” The geograph-
ical perspective is a key aspect of public health. Populations and communities are
geographically distributed and communities tend to have their own defining charac-
teristics. Factors influencing health are commonly classified under four groups:

1. Inherited conditions
2. Environment, which includes both physical (i.e., air quality, water quality,

soil characteristics, radiation) and socioeconomic aspects
3. Lifestyle
4. Healthcare

Each of these factors may have marked geographical variation. The practice of
key elements of public health, including communicable disease control, environ-
mental health protection, health needs assessment, planning and policy, surveillance,
monitoring and evaluation, and operational public health management, is often
explicitly geographical in nature. In addition, resource allocation at the macro and
micro levels has a strong geographical component based on demography, health
needs, existing provisions, and other factors. GIS, the definition of which has evolved
from geographic information systems to geographic information science, involves a
scientific problem-solving approach, encompassing the development and application
of scientific methods to solve societal problems. It, therefore, has become an integral
and essential part of public health research and practice.

Significant advances in scientific approaches to evaluating and using geographic
information are taking place. Health information at a fine spatial resolution has
become widely available; the same can be said for mapping technology. These
developments enable public health practitioners to link and analyze data in new ways
at the international, regional, and even street levels. As part of the drive to promote
the use of GIS within public health, the European Commission supported the First
European Conference on Geographic Information Sciences in Public Health held in
Sheffield, United Kingdom, in September 2001. The scientific program drew upon
many of the leading public health researchers and practitioners in this area. The
breadth of knowledge and expertise at the conference and the clear interest in the
field from practitioners from a wide variety of specialisms led us to believe that a
book that recognized the breadth of the field would be useful. For this book,
specifically selected expanded contributions were invited from participants to illus-
trate particular areas of application or address issues pertinent to the field. Further
iii
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chapters were sought from other specialists to cover specific aspects. Many of the
chapters have a United Kingdom or European focus, but the principles, issues, and
methods discussed should be equally relevant beyond Europe. Although this is not
the first book on GIS and public health, we believe it is the first to treat GIS as more
than a technology in relation to public health practice. We hope it will be of benefit
to practitioners, researchers, and students with an interest in public health.

Dr. Ravi Maheswaran, MD, MRCP, MFPHM
Clinical Senior Lecturer in Public Health Medicine

Dr. Massimo Craglia, PhD, MRTPI
Senior Lecturer in Town and Regional Planning
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1.1 INTRODUCTION

 

Public health has been defined as “the science and art of preventing disease, pro-
longing life, and promoting health through the organized efforts of society.” This
definition was arrived at in the inquiry established to consider the future development
of the public health function including the control of communicable disease in
England (Acheson, 1988). The inquiry was set up following failures in the system
to protect the health of the public from two major outbreaks of communicable disease
caused by salmonella and Legionnaires’ disease. Since then, a number of health
scares have highlighted the need for continuing improvements in public health
protection systems. Recent high profile examples include the outbreak of severe
acute respiratory syndrome (SARS) and variant Creutzfeldt-Jakob disease, the
human form of bovine spongiform encephalopathy commonly known as mad cow
disease. The description of disease epidemiology typically has three elements: time,
place, and person. Describing the outbreak and spread of a communicable disease
therefore explicitly includes a spatial component. Although this has long been
recognized (e.g., the investigation of cholera outbreaks in London by John Snow),
an important barrier to examining the spatial element of disease outbreaks has been
the lack of both digitized spatial data and the computer tools for mapping and spatial
analysis.

Environmental health issues have been gaining importance both scientifically
and in terms of public concern. These issues range from the global scale — for
example, in terms of the health effects of climate change — to the local level where
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there may be concern about an increase in cancer around a chemical factory. The
interaction between environment and health outcomes is being increasingly recog-
nized at the international level by major organizations including the World Health
Organization (WHO) and the European Commission. For example, a recent report
for the European Commission estimated that up to 20 percent of ill health might be
due to environmental factors, with air pollution being the worst culprit (Commission
of the European Communities, 2003). It was estimated that 10 percent of children
in Europe have asthma, with a higher incidence in Western Europe than in accession
countries, indicating a complex mix of environmental, social, and lifestyle factors.
This is not just an environmental and social problem, but also an economic one. In
the United Kingdom alone, the total annual cost of asthma is estimated at over EUR
3.9 billion (van Tongelen, 2003).

Understanding the complex relationships between combined exposure over time
to a cocktail of chemicals and emissions and health outcomes is becoming a top
priority in Europe, requiring integrated research programs with greater availability
of shared information and geographically referenced information systems. In addi-
tion, there are increased concerns to the public, organizations, and governments of
the risks to health posed by the potential of bioterrorism following the events of
September 11, 2001. Health protection establishments have been strengthened in
numerous countries throughout the world and part of the requirement for active
surveillance is the temporal-spatial component for early warning systems.

Although the potential benefits of spatial information and analysis are immedi-
ately apparent in the communicable disease and environmental health fields, there
are major and not fully recognized benefits to be gained in relation to policy and
planning in the health and healthcare fields. The basic elements of work in this
branch of public health work include health needs assessment, planning and imple-
mentation, and monitoring and evaluation. Related and overlapping aspects include
resource allocation, surveillance, and health impact assessment.

There are a number of approaches to health needs assessment (Stevens and
Raftery, 1997). Epidemiologically based needs assessment combines epidemiolog-
ical approaches, including health status assessments, with assessment of the effec-
tiveness and cost effectiveness of interventions. Comparative needs assessment
involves comparing levels of service utilization between different populations while
corporate needs assessment incorporates obtaining the views of professionals,
patients, and other interested and relevant parties. There is a clear spatial element
to population-based health needs assessment and the use of Geograhic Information
Systems (GIS) in this field will bring many potential benefits. These include resource
allocation based on need, and current practice in resource allocation in most countries
already includes a geographical element based on regions or smaller areas.

Following a population-based needs assessment, the next step in public health-
care management is to plan and implement strategies and interventions to meet these
needs to improve health and well-being. If the health needs assessment has a detailed
spatial element, then appropriate geographical targeting of interventions or tailoring
interventions to meet varying geographical factors could substantially improve the
effectiveness of interventions and efficiency in the use of scarce resources. The
interventions may be at the structural level, such as building new healthcare facilities,
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or at the human resource level, such as increasing the number of specialists per head
of population. Interventions to increase geographical access may include the provi-
sion of community transport services. Geographical techniques, such as spatial
decision support systems, are currently already widely deployed in the commercial
and retail sectors. Tailoring interventions may be improved by detailed spatial anal-
ysis of existing referral patterns and care pathways, though the latter may pose
challenges in the representation of relevant spatial and temporal information within
a Geographic Information System (GIS). The need for targeted assessment and policy
action is also particularly important given the widely acknowledged relationship
between poor health and socioeconomic conditions (see, for example, Acheson,
1998).

The logical step that follows intervention is monitoring and evaluation to ensure
that the intervention is achieving the desired goal. Again, the spatial element may
dictate that goals should be set at appropriate levels for different geographical areas.
Monitoring and evaluation is often underresourced as there is a tendency to move
on quickly to a “new” initiative to satisfy political requirements, rather than under-
taking careful assessment of the effectiveness of existing policies and interventions.
Although cognizant of the political environment in which health policy is couched,
we cannot but stress the importance of this part of the policy cycle and the contri-
bution that a spatial perspective brings, particularly when looking at the cumulative
effects of cross-sectoral policies.

Health impact assessment has been defined as the estimation of the overall effects
of a specified action on the health of a defined population (Scott-Samuel, 1998).
These actions may range from something specific such as a new municipal inciner-
ator or landfill site to much larger and complex projects, programs and policies such
as housing development projects, urban regeneration programs, and integrated trans-
port policies. GIS has a useful role to play in health impact assessment, both in
terms of descriptive and analytical work and in terms of visual presentation of
information and evidence to a wider audience to promote public participation. The
importance of health impact assessment is being increasingly recognized interna-
tionally, including at the European level with the launch by the European Commis-
sion of the Integrated Impact Assessment Tool in 2003 (see Chapter 14).

Public need for information is also on the increase and can be supported by the
greater availability of information and communication technologies and the Internet
in particular. Health-related information has been identified as one of the main
application areas for E-government strategies across the world. Although some
online services providing general health information (e.g., information on symptoms
and potential treatments) are not location specific, there is a wide range of services
underpinned by geography, such as the location of the nearest pharmacy, health
center or dental practice.

Current policy pressures and requirements indicate that the geographical dimen-
sion of public health research and practice is being increasingly recognized. This
converges with another set of developments from the technological and geographical
information communities. We can distinguish here three main developments. From
a technological perspective, there is increasing diffusion of the Internet and related
technologies and these have started to become embedded into organizational pro-
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cesses and the daily lives of millions of individuals worldwide. There are therefore
increased opportunities for information sharing and dissemination in every field
including health. In parallel, we are seeing increased availability of geographically
referenced information from public and private sectors, facilitating data acquisition,
visualization, and analysis. Again, this is a generic trend supported by policies such
as E-government and more generally the development of the Information Society,
across Europe, for example (see Chapter 14 for a discussion of this phenomenon).
Internet services that deliver maps are enjoying significant increases in popularity
across Europe and are set to increase. A report in April 2003 in Italy, for example,
highlighted several Web sites with maps that had double-figure increases in the
number of hits over a three-month period.

 

1

 

Specific technologies to integrate, analyze, and display geographic information
i.e., GIS) have become much more widespread. Systems that until 15 years ago were
still very expensive and within the domain of a few experts have now become much
cheaper and widely available, spawning an industry estimated to turn over approx-
imately US$1 billion per annum worldwide (www.daratech.com) in software sales
alone. Thus, the basic techniques of geographical query and analysis have become
available to many and in some instances directly available from basic spreadsheet
software packages. This is reflected in the increased use of GIS in public health
practice, a response to the requirements and needs identified above.

Against these opportunities, a number of important constraints need to be
recognized. First, in spite of the increased technological prowess of current systems,
there are still major inequalities in the opportunities to access information (i.e.,
physical access) and make effective use of it (i.e., social access requiring knowledge
and skills). The digital divide is in many instances increasing and cannot be
underestimated. Second, although information in general and geographic informa-
tion in particular is becoming more widely available, it has also been constrained
by lack of interoperability (different geographical scales, formats, definitions, and
so on). This is particularly acute at the transnational level, with policy frameworks
defining conditions of access that are often opaque and unduly restrictive. Further-
more, most organizations in both public and private sectors have yet to come to
grips with the full impact of having digital information, as opposed to paper records,
and have yet to revise their policies and operations to move into the digital age.
For example, most government organizations have yet to define consistent and
transparent access and pricing policies and continue to live in a culture of “my”
information that undermines information sharing needs. Although this applies to
all types of information, geographic and health information pose particular chal-
lenges. Geographic information is an expensive commodity to collect and maintain
and therefore raises potential conflicts between the pursuit of social objectives,
which call for wide dissemination, and economic objectives that call for profit
maximization. Health information may be of a very sensitive nature and its use and
misuse could lead to substantial problems if appropriate safeguards are not in place
to protect confidentiality.

 

1 

 

Nielsen Netratings, press release for Italy 20/05/2003, http://www.nielsen-netratings.com/pr/
pr_030520_italy.pdf.
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The wide range of issues highlighted above and the convergence between public
health requirements and GIS opportunities are at the origin of this book. It takes a
broad view of GIS, not confined to the technology perspective (the S in GIS), but
couched in recent views of GIS as a science: a body of knowledge and theory
regarding geographic information (Goodchild, 1992; Longley et al., 2001). GIS
addresses important issues and questions (e.g., issues of representation, relationships,
data models and structures, visualization) in an application-orientated setting and
the technology is only part of the approach toward finding solutions to the problems
at hand. A wide range of disciplines including epidemiology, statistics, biomedical
science, sociology, management science, and health economics underpins public
health itself. Other subjects relevant to public health research and practice include
ethics, law, and public policy. Hence the intersection between GIS (as a science)
and public health requires, in our view, a broad treatment to explore a variety of
issues and not be confined to a purely application view of the problem (as seen from
a GIS perspective) or a spatial perspective of the subject (as seen from the public
health angle). With these considerations in mind, this book is structured into four
sections addressing the following sets of issues:

1. Disease mapping and spatial analysis
2. GIS applications in communicable disease control and environmental

health protection
3. GIS applications in healthcare planning and policy
4. Data protection and E-governance issues in public health

This book focuses on some of the issues and topics particularly pertinent to
current research and practice in the public health GIS field and presents examples
that illuminate useful applications in this area of work. It is aimed at practitioners
and researchers in the public health field and all sections have strong input from
practitioners or academics working in practice. In addition, this book should appeal
to a wider audience of people with multidisciplinary interests in health outcomes,
policy, and practice. This book will also be relevant to students in masters and
doctorate programs in public health and epidemiology. Public health practitioners
will be especially interested in the methods used in the different applications, but
also in getting a critical appraisal of some of the limitations, including issues of data
availability, data protection, and impacts of current policy initiatives to provide an
increasing number of services via the Internet.

Throughout this book, the acronym GIS is used interchangeably, referring to
geographic information system (or systems) or to geographic information science
(or sciences), the latter acknowledging the range of sciences underpinning public
health that have a geographical perspective. This book complements others in the
GIS and public health field (Cromley and McLafferty, 2002; de Lepper et al., 1995;
Melnick, 2002). Existing books focus on technical aspects of GIS, while this book
views the subject from a broader perspective as described above. In particular, the
sections on disease mapping and spatial analysis and data protection and E-gover-
nance issues, described below, cover aspects that a focus on GIS as a technology
would traditionally exclude.
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1.1.1 D

 

ISEASE

 

 M

 

APPING

 

 

 

AND

 

 S

 

PATIAL

 

 A

 

NALYSIS

 

This first section of this book has a strong methodological flavor and contains three
chapters. Chapter 2 by Ravi Maheswaran and Robert P. Haining describes basic
elements of geographical analysis, including an introduction to data types and models
and issues of data quality. It then provides an overview of cartographic operations
relevant to public health and defines the key elements and techniques of exploratory
spatial data analysis and ecological studies. The importance of understanding data
before using it comes out as a strong message from this chapter.

Chapter 3 by Andrew B. Lawson is a detailed description of disease mapping
from a statistical perspective. The chapter moves logically from basic representations
of disease distribution to the calculation of rates and standardized rates, interpolation
methods and models. The latter section includes a useful discussion of basic likeli-
hood models, random effects, Bayesian models and other more recent developments
in disease mapping. An important message from this chapter is the need to be aware
of the potential for misrepresentation inherent in some of the most widely available
and commonly used “simple” methods of data analysis.

In Chapter 4, Clive E. Sabel and Markku Löytönen focus on disease clusters and
methods for detecting clustering, making a useful distinction between the two. This
is a good review of the strengths and weaknesses of alternative methods, some of
which are illustrated with examples from Finland. The challenges identified by the
authors include the need to integrate space and time into public health GIS research
and to find appropriate ways to integrate comprehensive individual-level data, such as
that available in some of the Nordic countries, into spatial analytical frameworks.

 

1.1.2 GIS A

 

PPLICATIONS

 

 

 

IN

 

 C

 

OMMUNICABLE

 

 D

 

ISEASE

 

 C

 

ONTROL

 

 

 

AND

 

 E

 

NVIRONMENTAL

 

 H

 

EALTH

 

 P

 

ROTECTION

 

This second section introduces an important application area with contributions from
both researchers and practitioners. Chapter 5 by Thomas Kistemann and Angela
Queste is an overview of GIS applications in communicable disease control, made
all the more topical since the SARS outbreak in early 2003. It traces the historical
routes to the spatial analysis of communicable disease and describes the opportuni-
ties for using GIS for the prevention, surveillance, and control of communicable
diseases. Some of the pitfalls highlighted included the lack of robust statistical
methods embedded within widely available standard GIS software and the lack of
trained staff.

Chapter 6 by John Holmes provides a good example of the added value of a
spatial perspective in outbreak investigation. It describes the analysis of recurrent
outbreaks of 

 

Salmonella

 

 Brandenburg in sheep and humans over a five-year period
in New Zealand. In this practical application, we see the opportunity afforded by
GIS not only in terms of spatial analysis and visualization but also as a platform to
enable the integration of data from different sources. As a result of the analysis,
educational and other preventative measures have been put in place that have reduced
considerably the extent and effects of such outbreaks, demonstrating the value of
this type of analysis in a practical situation.
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Chapter 7 is contributed by Kees de Hoogh, David Briggs, Samantha Cockings,
and Alex Bottle of the Small Area Statistics Unit at Imperial College, London. The
chapter draws on the experiences of this unit to illustrate a range of methods, packed
with examples, to assess environmental exposure. The benefits of GIS are clear from
these examples, as well as new challenges lying ahead with respect to the need to
model individuals rather than areas and to develop dynamic rather than static models.

Chapter 8 by Paul Brindley, Ravi Maheswaran, Tim Pearson, Stephen Wise, and
Robert P. Haining provides a good example of using modeled outdoor air pollution
data for health surveillance based on a project they undertook in Sheffield. The
chapter contains a detailed discussion of data interpolation methods for linking
modeled air pollution estimates to areas and their populations to enable the assess-
ment of the health impact of air pollution. It also addresses the issue of data quality
of the modeled pollution estimates.

Chapter 9 by Paul Aylin and Samantha Cockings describes the value of estab-
lishing a rapid inquiry facility for the rapid initial assessment of apparent disease
clusters and of the health impacts of point sources of environmental pollution in the
United Kingdom. The chapter then presents preliminary experiences from the Euro-
pean Health and Environment Information System project, which involves setting
up similar facilities in other European countries.

 

1.1.3 GIS A

 

PPLICATIONS
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The focus on practical applications continues in this section with four chapters on
healthcare planning and policy. Ralph Smith in Chapter 10 provides a valuable
practitioner’s perspective of the importance of regional structures for supporting
GIS-based analysis for the National Health Service in the United Kingdom. The
regional dimension is important with respect to the stability of institutions, avail-
ability of critical skills, data integration, and data analysis across counties and
districts. This dimension is well recognized across Europe where regions play a very
important role. This chapter adds weight to current debates in the United Kingdom
and elsewhere on devolution and regional structures of governance.

Chapter 11 by Edmund Jessop continues the theme but from a smaller territorial
entity: the district. The use of GIS in practice at this level is described well. What
is important here is not technical sophistication of the methods deployed but the
real issues that need addressing, from boundary maps and changes to travel time
zones, as well as the practical use of some of the techniques described earlier in the
book. Practitioners at the local level will find this chapter valuable for describing
what GIS could do to their work.

Andrew Lovett, Gilla Sünnenberg, and Robin Haynes in Chapter 12 focus on
one of the key aspects of public health research and practice: access to services.
Using work undertaken by the authors in East Anglia, they present a clear view of
the potential of GIS to evaluate accessibility to services using both public and private
transport. The chapter discusses data issues and devotes most of its contents to the
discussion of methods for data analysis. The value of calculating accessibility across
the network rather than in straight lines is confirmed. The chapter discusses

 

TF1643_book.fm  Page 7  Wednesday, April 28, 2004  1:18 PM



 

8

 

GIS in Public Health Practice

 

challenges in evaluating the complex mix of options and modes of travel currently
available at different times of the day and days of the week.

Although the chapters thus far in this section have provided a United Kingdom
perspective, Chapter 13 by Gregory A. Elmes gives an incisive overview of recent
trends and developments in the use of GIS for public health practice in the United
States. The chapter describes some of the broad characteristics of the U.S. health
system and its use of GIS in public health planning with several examples of
programs and initiatives at federal and state levels. The many opportunities for
wider use of GIS in public health in the United States are reviewed and in many
ways are similar to the situation in Europe. Against these opportunities, Gregory
Elmes does well to warn the reader about the highly politicized nature of the
healthcare system that may well inhibit the smooth integration of GIS into day-
to-day practice.

 

1.1.4 D

 

ATA
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Although the first three sections of the book have addressed broad methodological
issues and applications, the four chapters in this section provide four complementary
perspectives on policy, the legal framework, trust, and technology, respectively.

Chapter 14 by Massimo Craglia and Alessandro Annoni sets GIS and public
health within the wider perspective of the development of the Information Society
and E-government and the increasing focus on the complex relationships between
environment and health across Europe. With particular regard to the initiatives
launched by the European Commission, the chapter reviews current environmental
and health policy requirements and the development of an infrastructure for spatial
information in Europe. The conclusion to this chapter draws attention to the legal
frameworks necessary to ensure data sharing and flows as well as confidentiality of
the individual. It also emphasizes the importance of maintaining the trust of citizens
and patients in their relationships with the healthcare system and more generally
with the system of government.

The 1995 European Data Protection Directive provides a key aspect of the legal
framework within which all GIS and health practitioners in the European Union
have to operate. Deryck Beyleveld and David Townend discuss this directive in detail
in Chapter 15. The authors introduce the directive and its objectives, requirements
and exemptions, with a particular focus on informed consent. The important issue
of anonymous data is discussed together with differences between the European
Directive and its transposition into U.K. law.

Obtaining informed consent is crucial not only to respect the law but also to
develop and maintain the relationship of trust with the data subjects, such as patients.
The risks are otherwise incalculable for both researchers and the citizens themselves.
Rupert Suckling, Darren Shickle, and Susan Wallace address this important issue in
Chapter 16. Reviewing existing international literature, the authors analyze several
aspects of public attitudes to the use of health information. Knowledge of existing
rights is explored together with the extent to which health professionals are perceived
as requiring access to sensitive information. The findings of this review are
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potentially constrained by the U.S. bias of available literature but provide a bench-
mark against which more recent studies (e.g., Spadaro, 2003) can be assessed.

Chapter 17 by Markku Löytönen and Clive E. Sabel reflects on the opportunities
and limitations of recent technological advances in a range of fields including mobile
telephony, remote sensing, and positioning systems. Their combination into a new
generation of technologies and services is explored through speculative scenarios
that ought to add to the debate about the boundaries between what is technologically
possible and what is socially desirable.

Chapter 18 by the editors draws together the many threads of the four sections
through an analysis of the strengths, weaknesses, opportunities, and threats facing
GIS in public health.
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2.1 INTRODUCTION

 

The purpose of this chapter is to consider basic issues in relation to the geographical
analysis of public health data. The chapter is divided into two parts. The first part
examines basic aspects of geographical data. It addresses spatially referenced data
issues, including classification of data and assessment of data quality. The second
part of the chapter is more technical in content. It describes the approaches to
geographical analysis and focuses on cartographic operations, exploratory spatial
data analysis, and ecological studies.

Cartographic operations are described briefly followed by a more detailed
description of exploratory spatial data analysis. The section on ecological studies
focuses on epidemiological and conceptual issues. Several of the later chapters in
this book illustrate and expand on the data issues and some of the methods described
in this chapter.

 

2.2 DATA ISSUES

 

The term data in the geographical context refers to both the attribute (e.g., a health
outcome or a socioeconomic attribute) and the location identifier for the attribute
(e.g., an address, a postcode or a census enumeration district). Since every
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measurement occurs at some point or during an interval of time, then any item of
spatial data consists of the triple attributes: value (what), location (where) and time
(when). The distribution of an attribute in geographical space is conceptualized as
either a continuous surface or field or as a collection of discrete point, line and area
objects in the study area. Air pollution across a region would be conceptualized as
a field, the set of houses, roads or urban places as objects. An attribute like population
is an exception to the suggestion of a unique conceptualization because it can be
treated either as a field (e.g., a population density map) or as a collection of objects
(e.g., a dot map of addresses).

For the practical purpose of storing either type of spatial data in a (finite) data
matrix, which is a prerequisite for many areas of spatial data analysis, the analyst
must choose a particular finite, discrete representation for the data. Spatial data are
represented as points, lines, or areas. Points can be used to represent a field variable
(e.g., a sample of points from the field) or point objects (e.g., an incinerator
chimney). Lines can be used to represent boundaries on a surface (e.g., contours)
or linear objects. Areas can be used to represent aggregations of a field variable,
aggregations of point objects (e.g., census tracts) or areal objects. Often areas are
artificial constructions that are unrelated to the underlying spatial variability in the
attribute that is recorded (e.g., a ward). Areas can be in the form of a regular grid
or in the form of irregular areas, such as enumeration districts or wards. In GIS,
the terms raster and vector are used to distinguish these different forms of area
representation.

Raster data are essentially gridded data (equivalent to a bitmap) with an attribute
value attached to each cell of the grid. This may be the average level of pollution
in an area. A polygrid is a similar concept where a range of attribute values is
attached to each cell. Vector data are essentially data related to coordinates. These
may be coordinates (x and y coordinates) of a point location or the longitude and
latitude of that location. The point location may be that of a house or the postcode
centroid. Vector data also commonly represent lines, where each line is represented
by a series of point coordinates. Coordinates for the ends of the line can represent
a straight line, while a curved line is approximated by a number of short straight
segments and represented by a series of point locations. The vector database can
also hold information on relationships (e.g., the left and right of a line). A series of
lines joined together in a closed loop will form a polygon (e.g., the boundary of an
electoral ward). These aspects of spatial data are described in detail elsewhere
(Longley et al., 2001; Wise, 2002).

The term attribute data is sometimes used to refer to attribute information that
may be attached to a spatial location or object. For example, at a point location such
as a postcode centroid, we may have information on the number of households,
people, age distribution, and other factors associated with that postcode. Similarly,
there will be information on linear structures such as roads (e.g., type of road, traffic
flow along the road) and polygons (e.g., census-based characteristics of an electoral
ward).

A limited range of locational spatial data is often sufficient for routine public
health work. The common ones are point locations (e.g., addresses, postcode cen-
troids) and polygons (e.g., health authority boundaries, census ward boundaries).
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Linear spatial information is often related to potential sources of exposure (e.g.,
roads, overhead power lines) or used to calculate road travel distances and times.
Once georeferenced, the major interest for public health purposes relates to the
attribute data. The classification of attribute data can be done in a number of ways.
A formal way is to classify attribute data in terms of the level of measurement
(nominal, ordinal, interval, or ratio), which is important since it specifies what
mathematical operations are permissible on the data and hence what types of statis-
tical tests can be performed. A substantive approach that is important with respect
to public health applications is to classify it as data related to compositional attributes
such as age and sex, exposures or risk factors, socioeconomic attributes (including
confounders such as deprivation in a dose–response model) and data related to health
outcomes. The exposure data may be classified conceptually as point, line, or area
exposures. Examples of point and line sources of exposure include incinerators
(points) and power lines (lines). Although area implies a continuous exposure, this
may in practice be represented by a raster dataset with pollution values for each cell
or as a vector dataset with polygons (e.g., water quality indicators for water supply
zones). A range of census variables is commonly used to measure compositional
and confounder attributes (e.g., percentage of owner-occupied houses, unemploy-
ment rate).

Health outcome data may be obtained from routine data sources or from spe-
cifically collected datasets. Routine data tends to refer to data routinely collected
for mainly administrative and management purposes, but which may be used for
public health analysis. The main examples are mortality data, hospital admission
data, cancer registration data, and congenital malformation data.

Often, analysis in public health is based on areas rather than point locations
because data confidentiality means point location (individual level) analysis is not
possible. Analysis may be based on geographical units of varying sizes. A key
requirement for this type of analysis is an appropriate denominator population for
the calculation of rates. This commonly comes from census-derived information.
Censuses are carried out periodically, not infrequently at ten-year intervals; they
provide detailed information at the small-area level regarding the age-sex composi-
tion of the resident population. However, the denominator becomes progressively
less reliable the further it is from the last census. Often, midyear estimates take into
account births, deaths, and migration. These estimates are produced for larger admin-
istrative areas, such as local government or health authority areas. National or
government bodies may carry out such estimates but in some areas, local authorities
also produce their own estimates using additional local information (e.g., the devel-
opment of new housing estates).

In the United Kingdom, an alternative source of denominator population infor-
mation increasingly used is patient registration data from general practices. This
information may be aggregated to the postcode level and subsequently to higher
levels of aggregation. This information potentially provides an up-to-date denomi-
nator database for calculation of rates. In some other countries, administrative
records are maintained at very detailed levels such as by household, so the denom-
inator can be aggregated and used for calculation in very flexible ways (e.g., street-
level rates).
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Factors that influence health may be classified in a number of ways. A simple
and useful classification uses four headings: genetic and inherited, environment,
lifestyle and healthcare. The environment may be further classified into physical
(air, soil, water, and radiation), socioeconomic and psychosocial, with the built
environment as an additional category incorporating characteristics such as type of
housing and degree of open space. The ways in which these factors are used in
public health analyses are varied. There may be a simple spatial description of the
distribution of these factors. On the other hand, the association between these factors
and health outcomes may be examined. In some cases, one of these factors may be
the main exposure of interest (e.g., effect of air quality on respiratory disease) and
other factors (e.g., smoking) may be treated as confounders or covariables in the
analysis. Another approach would be to see if the effect of the main factor of interest
on the outcome varies with the level of another factor (e.g., socioeconomic depri-
vation). In this latter analysis, the technical term is effect modification or interaction.
There are a number of issues related to both the conceptual and statistical aspects
of interaction and these are addressed in detail elsewhere (Rothman and Greenland,
1998).

A common problem regarding factors that influence health is the availability of
data for geographical analysis. Data on the physical environment are becoming
increasingly available often through remote sensing technology, although there are
still considerable barriers to obtaining exposure data at a fine spatial resolution.
Socioeconomic data may be available from censuses and other sources (e.g., claims
for unemployment benefit, free school meals). Often the data may be available in
some parts of the system (e.g., within social services departments) but there are
strong barriers to data sharing due to real or perceived confidentiality and data
protection issues. Another issue is the level at which these data are georeferenced
and the accuracy of this georeferencing. Data on the psychosocial environment are
not normally available through any routine sources and are usually obtained through
special surveys. Similarly, data on lifestyle factors (e.g., smoking, alcohol consump-
tion, physical exercise) are usually obtained through surveys. Such surveys are
normally conducted for other purposes but could be used for geographical analysis
providing there is appropriate spatial stratification. An important limitation often is
the sparsity of data at a small area level. An alternative approach to analysis would
be to examine these data at the individual level using cohort or case-control meth-
odologies rather than ecological analysis.

Data on healthcare factors may be available through routine health information
systems that collect data for administrative purposes. Such data may include numbers
of beds available, numbers of consultants and other specialist staff, bed occupancy
rates or provision of specialist services, for example. Information that is more
detailed will usually require additional efforts to gather such as policies for treatment
and referral or care pathways. These data will then usually need to be converted to
rates (e.g., specialists per 1000 population) for comparison across areas and for use
in ecological analyses. To do this, the population being served by the staff or facilities
will need to be determined. If service provision areas have been clearly agreed upon,
then calculation of rates is straightforward, based on the resident population in these
areas. Otherwise, catchment populations will need to be estimated and this is not
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always easy. In some cases, the local geography will mean that virtually all the local
population will attend the main hospital for a town. However, in larger urban
conurbations, with a number of provider hospitals, determining the catchment pop-
ulation could be more difficult. A common approach is to allocate a geographical
unit to the healthcare facility that the majority of referrals or admissions from that
area attend.

Spatial data quality may be considered in terms of accuracy, resolution, com-
pleteness, and consistency. These four dimensions can be related to the three com-
ponents of a single item of spatial data: attribute, location, and time (Haining, 2003;
Veregin and Hargitai, 1995). For example, if a study is being carried out to examine
the association between overhead power lines and cancer, high levels of spatial
resolution of locations is needed as the electromagnetic fields decrease very rapidly
with increasing distance from power lines. This high level of resolution is important
for both the point location of cases and controls (or the denominator population)
and for the power lines. If, however, postcode centroids are used to link cases and
controls to exposure to different levels of drinking water constituents and the latter
data are for water supply zones with several thousand people per zone, then lower
levels of location resolution for postcode centroid georeferencing will be acceptable.

The quality of health data has received much attention in epidemiological and
public health circles. With regard to routinely collected health data, such as mortality
and hospital admission data, coding of cause of death or admission may or may not
be accurate. Mortality coding may become progressively less specific with increasing
age. A further issue is the contribution of multiple pathologies to the cause of death
in very elderly people. There are agreed systems of coding such as the International
Classification of Disease but there may still be variations in interpretation of the
guidelines for coding and classification.

Several factors may affect the interpretation of hospital admissions statistics
(Anderson, 1978). The etiology of the disease determines the underlying levels of
morbidity; however, underlying morbidity is not all observed or known about. This
will depend on a range of factors including medical practice, illness behavior and
the organization of medical care. These factors also influence admission to hospital
and admission criteria. Diagnostic coding and even fashion influence the recording
of hospital statistics. A further issue is identifying readmissions, which require a
unique patient identifier. Errors and biases at several stages in the process generating
hospital admissions data would lead to variations in data quality that need to be
taken into account when interpreting the data.

Although death registration is mandatory and recording of hospital admissions
is firmly governed by administrative systems, cancer registration often relies on a
voluntary system. Thus, in addition to the issues related to diagnosis and coding,
there may be major discrepancies in completeness of data capture across geograph-
ical areas. It should also be noted that even when recording is mandatory there might
still be significant underreporting and a good example is in relation to notifiable
diseases.

The quality of denominator data also needs careful consideration. Censuses may
not reliably enumerate the entire population for various reasons, including miscon-
ceptions about the use of census data, concerns about privacy and negative publicity.
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In the U.K. 1991 census, there was substantial underenumeration partly related to
the perception that census data would not be confidential and could be used for
surveillance, including identifying individuals for taxation purposes. Some sections
of the population might be more likely to be underenumerated, such as young men,
refugees, and ethnic minority groups. Alternative sources for the denominator pop-
ulation, such as general practice registered populations, are also potentially prob-
lematic. List inflation is a recognized problem, especially in areas where there is a
highly mobile population and people who have left the area may not be removed
from general practice lists. Underregistration may also be a problem, especially of
young adults, refugees, and homeless people. The place of registration of students
is also potentially problematic as they can be registered either with their general
practice near their home address or with student medical services at their higher
education institution. This is also a problem with censuses and needs careful con-
sideration in geographical studies with regard to the denominator population at risk
(e.g., geographical studies of the incidence of sexually transmitted disease, leuke-
mias, and lymphomas).

 

2.3 GEOGRAPHICAL ANALYSIS

 

There are a number of ways of classifying geographical analysis. One approach is
to distinguish between cartographic operations, spatial data analysis, and mathemat-
ical modeling. Cartographic operations include buffering, overlay, geometric (as
opposed to statistical) forms of spatial interpolation and regionalization. These are
described in the following section on cartographic operations.

Spatial data analysis is usually divided into two sections: exploratory spatial
data analysis and confirmatory spatial data analysis. Exploratory spatial data analysis
may be purely descriptive or may involve an element of hypothesis testing where
no model is proposed for the alternative hypothesis, such as testing for significant
clusters of cases of a disease (as described in Chapter 4). Exploratory spatial data
analysis has numerical and visualization aspects. It is described in detail in the
section on exploratory spatial data analysis.

Confirmatory spatial data analysis is concerned with inference and hypothesis
testing. A model is proposed to represent variation in the data, which is then used
for the purposes of hypothesis testing. A typical example would be the investigation
of an association between an exposure and a health outcome, with the term exposure
being used in a broad sense to include any factor that may affect a health outcome.
The term health outcome may also be viewed more generally and could be substituted
with proxies for health outcomes or intermediate process measures. The main type
of epidemiological study used to test hypotheses in a geographical setting is the
ecological study. It is described in detail in the section on ecological studies.

Mathematical modeling includes optimization and models for describing the
spread of communicable disease. Optimization involves the process of obtaining the
best solution to a problem. One use is identifying locations that are most suitable
based on defined criteria. Examples include siting of primary care facilities to
maximize geographical access and population coverage and identifying the shortest
or quickest routes for travel for emergency ambulances or patient transport vehicles
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from a variety of locations to healthcare facilities. This chapter does not cover
mathematical modeling of spatial data in detail.

 

2.3.1 C

 

ARTOGRAPHIC

 

 O

 

PERATIONS

 

Longley et al. (2001) provide a clear and detailed description of cartographic oper-
ations and argue that these operations are in many ways the crux of GIS. Cartographic
operations often involve map-based or spatial querying of a database to identify
properties. They are an important component of what it means to add value to
geographic data and we summarize the key features in this section.

One group of cartographic operations has to do with measurement and there are
four elements:

1. Distance and length
2. Area
3. Shape
4. Slope and aspect

Measuring distance relies on a metric or rule for determining distance. The
simplest and easiest to implement is calculating straight-line distance. When calcu-
lating greater distances, the earth’s curvature needs to be taken into account. More
complicated distance measurements include distance along a road network, often
referred to as a stick network because segments of roads are represented as straight
lines. 

The area of a polygon is measured using the trapezium rule implemented within
a GIS. The area measurement in public health applications is often used as part of
a calculation, for example, as a denominator for calculating population density.
Sometimes it is used to describe the geographical size of a patch served by a
healthcare unit such as a psychiatric community outreach team. 

The shape of an area is often measured in relation to the compactness of the
geographical area. The measurement of shape may be used when creating geograph-
ical areas for administrative purposes or for targeting interventions and may be part
of the optimization process in constructing regions. 

Slope and aspect have clear applications in relation to digital elevation (terrain)
models. In the public health field, these measures may be useful in modeling the
ecology and climate in relation to communicable disease, such as climate change
and changes in the local environment that may enhance the spread of vectors for
disease.

Transformations are arguably the key element within a GIS for public health
use. Longley et al. (2001) classify transformations under five headings:

1. Buffering
2. Point-in-polygon
3. Polygon overlay
4. Spatial interpolation
5. Density estimation
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Buffering is the process by which an area is created around an object such as a
200-meter circle around a point source of pollution. Buffers may be created around
line and area sources of pollution. Other examples of use include defining potential
catchment areas around healthcare centers. 

Point-in-polygon methods are essentially a means of linking points to areas. For
instance, all postcodes falling within a geographically defined urban regeneration
area will be linked to that area using this GIS process. 

Polygon overlay is a method of linking information from two or more sources
with boundaries that do not correspond. Reassigning values from one dataset to
another may then be carried out (e.g., using an allocation based on proportional area). 

Cartographically based methods of spatial interpolation include cell declustering,
triangulation, and inverse distance weighting, which are described in detail elsewhere
(Isaaks and Srivastava, 1989). 

The fifth heading under transformations is density estimation, e.g., estimating
population density. There is an important distinction between the last two categories:
density estimation creates a field from discrete objects, while for spatial interpolation
a field already exists (e.g., outdoor air pollution levels) but we only have samples
from this field to work with.

Other elements sometimes included within the list of cartographic operations
include the identification of centers and measures of dispersion, spatial dependence
and fragmentation and fractional dimension. 

Measures of centers include centroids and the point of minimum aggregate travel,
both of which are described in detail by Longley et al. (2001). The centroid is the
weighted average of x and y coordinates of points (e.g., individuals’ addresses)
within a given area and is thus a measure of the center of the distribution of these
points. It is the point that minimizes the sum of squared distances. Centroids are
frequently used in public health GIS work. There are two types: geometric centroids
and population weighted centroids. The latter tends to be used more as it reflects
the location of the bulk of the population within a geographical area. Population
weighted centroids are typically used to attribute an exposure to a population in
small geographical areas (e.g., census enumeration districts) or to calculate distances
to healthcare locations. Population weighted centroids tend to be used because point
locations (of addresses or postcode centroids) are not available for cases and the
population at risk within small areas. 

Measures of dispersion, spatial dependence, and fragmentation and fractional
dimension are described in more detail elsewhere (Longley et al., 2001). They tend
not to be used largely within public health GIS analysis although spatial dependence
measures, for example, are potentially of use in exploring questions about the
infectiousness of some diseases. These are as-yet-unexplored areas of GIS capability
in relation to public health questions. They may also overlap with other categories
of geographical analysis.

Region building, or zone designing, is the process of partitioning an area into
(quasi) homogenous subareas or regions using small areal units as the basic building
blocks (e.g., deprivation regions using enumeration districts as the building blocks).
One of the purposes of region building is obtaining spatial units in which calculated
rates of disease, for example, are of equivalent statistical precision. These regions
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can subsequently be used in exploratory spatial data analysis to examine patterns
because imposing a coarser regional framework is similar to passing a filter across
a map thereby smoothing and, providing the filter is not too large, helping to reveal
patterns. These regions can also be used in confirmatory spatial data analysis (e.g.,
to model relationships between health outcomes and socioeconomic deprivation),
and in the planning process to inform the targeting of public health interventions.

 

2.3.2 E

 

XPLORATORY

 

 S

 

PATIAL

 

 D

 

ATA

 

 A

 

NALYSIS

 

2.3.2.1 Purpose and Conduct

 

The aim of exploratory data analysis (EDA) is to identify data properties for the
purposes of detecting patterns within the data, formulating hypotheses from the data
and examining some aspects of model assessment (e.g., goodness of fit, identifying
data effects on model fit). EDA is based on the use of graphical and visual methods
and the use of numerical techniques that are statistically robust (i.e., not much
affected by extreme or atypical data values). Hence, the median rather than the mean
is used to measure the center of a distribution of values. The emphasis in EDA is
on descriptive methods rather than formal hypothesis testing or model building. The
approach emphasizes the importance of “staying close to the original data” in the
sense of using simple, intuitive methods.

What is exploratory spatial data analysis (ESDA)? It is an extension of EDA to
detect spatial properties of data. Additional techniques to those found in EDA are
needed for detecting spatial patterns in data, formulating hypotheses based on the
geography of the data, and assessing spatial models. It is important to be able to
link numerical and graphical procedures with the map and the analyst needs to be
able to answer the question: where are those cases on the map? With modern
graphical interfaces, this is often done by brushing: cases are identified by brushing
the relevant part of a box plot and the related regions are identified on the map.

The link between ESDA and GIS is interesting. Most GIS software has not
been developed with ESDA in mind, but rather to support data management (e.g.,
by utilities that keep track of networks or the location of key sites), cartographic
modeling (e.g., whole map operations such as sieve analysis to locate areas) and
some selected forms of spatial analysis (e.g., network analysis). Nevertheless,
particular GIS products do contain some ESDA-type facilities (for example, see
Geostatistical Analyst in ArcGIS

 

®

 

 Desktop, Version 8.1). Some have argued that
the large datasets now becoming available in GIS require new tools to be devel-
oped which can detect patterns and anomalies automatically and that traditional
ESDA methods are not appropriate in a GIS context (e.g., Openshaw in Fother-
ingham and Rogerson, 1994). Others, however, feel there is a role for current
statistical methods and that these can be given new power and made more useful
and widely available by linking to particular GIS software (Haining, 1996). This
is the view taken here and is illustrated by the SAGE software developed by
Haining et al. (1996, 1998).

When carrying out a program of ESDA, the analyst may find it useful to have
a conceptual data model in mind. There have been a number of suggestions for
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appropriate conceptual models (see, for example, Haining, 2003). Tukey (1977)
suggested for EDA that data be considered as decomposable into rough and smooth
elements thus:

DATA = ROUGH + SMOOTH

In the case of bivariate relationships, the best-fit line defines the smooth and the
scatter about the best-fit line defines the rough. These elements are specified for
each data value. Such a conceptual model can be adapted to the case of spatial data
where a spatial trend (e.g., from north to south) represents the smooth and variation
around the trend represents the rough.

In ESDA, data properties for a single variable may be classified under nonspatial
properties and spatial properties. The nonspatial properties for a single variable may
be further subclassified under smooth and rough properties. The smooth nonspatial
properties include the center of the distribution (measured by the median), the spread
of the distribution (measured by the interquartile range) and the shape of the distri-
bution (depicted by box plots, histograms and smoothed curves if the data takes the
form of a sequence of values). The rough nonspatial properties include outliers that
are values more than a certain distance above the upper or below the lower quartiles
of the distribution (Haining, 1993, 2003). 

Spatial properties for a single variable may also be subclassified under smooth
and rough properties. The smooth spatial properties include spatial trends or gradi-
ents and spatial autocorrelation. The rough spatial properties include spatial outliers
that are individual attribute values different in magnitude from their neighboring
values.

When carrying out ESDA to examine data properties and relationships between
variables, the scatterplot is one of the basic tools used. The scatterplot is used to
visualize the relationship between two variables. The best-fit line through the scat-
terplot identifies the smooth element of the relationship. The residuals from the best-
fit line identify the rough element. An outlier is typically defined as a data value
more than a certain vertical distance from the best-fit line.

In the classification of ESDA methods, it is useful to distinguish between two
classes of ESDA statistics: global and focused. Global or whole map statistics
process all the cases for one or more attributes, while focused or local statistics
process subsets (windows) of the data one at time and usually involve a sweep
through the data looking for evidence of smooth and rough elements of the
mapped data. They generate local summaries (means, medians) that may then
allow the analyst to fit a locally smoothed surface. This chapter only considers
global statistics. The application of ESDA might involve working with windowed
subsets of the map (analyst-defined boxes, circles, or polygons). Processing might
involve applying global or focused statistics only to cases in the window and
executing a spatial query such as “identify all the areas within the window
possessing attribute property x.”
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2.3.2.2 Techniques

 

The median, quartiles, interquartile spread, and box plots are some of the ESDA
techniques for identifying nonspatial properties of a single attribute. All are standard
EDA techniques. The link to the map, however, makes them part of ESDA. The
median is a measure of the location (or center) of the distribution of attribute values.
A typical ESDA query might be “which are the areas with attribute values above
(or below) the median?” Quartiles and the interquartile spread are a measure of the
spread of values about the median. The corresponding ESDA query might be “which
are the areas that lie in the upper (or lower) quartile?” Box plots provide a graphical
summary of the distribution of attribute values. ESDA queries might include “where
do cases that lie in specific parts of the box plot occur on the map? Are outlier cases
located on the map?”

There are several ESDA techniques for describing the spatial properties of an
attribute. The techniques described below are in some cases the spatial equivalents
of methods developed for nonspatial data (e.g., time series data). As with the
techniques above for nonspatial properties, they only apply to a single attribute at
a time.

Smoothing is a useful ESDA tool. Where a map consists of many small areas
or point samples from a surface it is often helpful to apply simple smoothing methods
that, depending on the scale of the smoother, may help to reveal the presence of
general patterns that are unclear from the mosaic or sample of values. Local spatial
averaging is an example of this technique. This process is carried out by simply
taking the attribute value of an area and its neighbors, averaging them and then
allocating the average (mean) value to that central area. The process is then repeated
for each area using its corresponding neighbors. The median could also be used in
this way: instead of calculating the mean of values, the median is calculated. This
simple smoothing technique can be applied to standardized mortality (or morbidity)
ratios where the sum of observed counts is divided by the sum of expected counts.
It can also be applied to rates, for example, to obtain smoothed age-specific rates
by dividing the sum of cases by the sum of the denominator population. The
smoothed age-specific rates can be applied to a standard population (e.g., the Euro-
pean Standard Population) to produce a map of smoothed directly standardized rates.

A typical question in ESDA is “are there any general trends or gradients in the
map distribution of values?” There are a number of ESDA techniques for identifying
trends and gradients on the map (e.g., the existence of a general increase in heart
disease incidence from southern to northern England):

• Kernel estimation
• Taking transects through the data and plotting with the attribute value on

the vertical axis and spatial location on the horizontal axis
• Producing spatially lagged box plots with lag order specified with respect

to a particular area or zone
• Applying two-way median polish adapted to nonregular lattice data as

suggested by Cressie (1991) and described in Haining (1993)
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Spatial autocorrelation is the propensity for attribute values in neighboring areas
to be similar. The ESDA technique is to use a scatterplot with the area attribute
value on the vertical axis plotted against the average of the attribute values in the
adjacent areas on the horizontal axis (Haining, 1993). A scatterplot where there is
an upward sloping scatter to the right is indicative of positive spatial autocorrelation
(adjacent values tend to be similar). Where the scatter slopes upward to the left, this
is indicative of negative spatial autocorrelation (adjacent values tend to be dissimi-
lar).

A spatial outlier is an individual attribute value that is not necessarily extreme
in the distributional sense, but is extreme in terms of the attribute values in adjacent
areas. The ESDA technique for detecting spatial outliers is to use the scatterplot
technique as for spatial autocorrelation and then run a regression line through the
plot. Cases with standardized residuals greater than 3.0 or less than –3.0 might be
flagged as possible outliers although, for reasons beyond the level of this chapter,
the use of least squares estimation for the line will tend to overstate the number of
outliers (Haining, 1993).

In addition to describing the spatial and nonspatial properties of attributes, ESDA
techniques can be used for model assessment. ESDA is not used for model confir-
mation in the sense of hypothesis testing. However, ESDA techniques can be used
to test model assumptions, as in the case of regression. Regression assumes that
model errors are independent. The presence of residual spatial autocorrelation is
grounds for believing that this assumption is not met. The ESDA technique is to
map the residuals and look for evidence of positive residuals clustering together.
The scatterplot method for spatial autocorrelation described above can be applied
to the regression residuals. A strong gradient in the scatterplot is indicative of a
failure to meet the assumption of independence.

The lack of spatial analytical capability within standard GIS software has been
a cause for concern, although several specialist statistical packages are available for
advanced spatial analysis (e.g., S-Plus

 

®

 

 software with the S+SpatialStats™ add-on,
SPLANCS, GeoBUGS). However, the situation is changing. ESRI’s ArcGIS incor-
porates statistical capability with Geostatistical Analyst, which includes tools for
exploratory spatial data analysis.

For a more detailed discussion of ESDA, refer to Haining (2003).

 

2.3.3 E

 

COLOGICAL

 

 S

 

TUDIES

 

In this section, we describe some of the basic features of ecological studies, closely
following the approach taken by Morgenstern (1995). An ecological study may be
defined as a study in which the focus is on the comparison of groups rather than
individuals. Usually, the main reason for this focus is that individual level data are
missing for the joint distribution of at least two, and perhaps all, variables within
each group. Ecological studies may examine associations in terms of place, time or
place and time.

There are a number of types of ecological study. Common examples are descrip-
tive studies on the variation in health between populations. These studies include
geographical correlation studies (e.g., studies examining the association between
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socioeconomic deprivation and mortality and studies of the occurrence of disease
in relation to spatially defined exposures (e.g., point sources such as nuclear instal-
lations, line sources such as high voltage power lines and exposure surfaces such
as air pollution). Other examples are studies of disease clusters without an identified
exposure and studies more generally of disease clustering. Ecological studies may
be used for health surveillance or for examining the effects of health interventions
at a community level. Migrant studies at the area level, studies of time trends, time
series analyses, and studies of space–time interactions are other examples of different
types of ecological studies. Morgenstern (1995) has suggested that ecological studies
may be thought of as exploratory when no exposure has been measured or analytical
when an exposure or a proxy for exposure has been measured. However, in practice
studies are often mixed.

Morgenstern (1995) has proposed a classification for variables in ecological
studies: environmental, aggregate, and global. Environmental measures refer to
physical characteristics of an area for which there is an equivalent measure at the
individual level (e.g., drinking water magnesium level), even though this may not
have been measured at the individual level. Aggregate measures are summary mea-
sures of variables derived at the individual level and grouped to the area level (e.g.,
percentage of smokers). A global measure refers to an attribute of the place, which
is a contextual attribute, which has no corresponding equivalent at the individual
level. Examples are motorcycle helmet laws and social capital. It is important to
recognize that all three classes of variables are ecological variables and are therefore
properties of areas (or the groups of people living in those areas), whereas individual-
level variables are properties of individuals. We mentioned previously that one
classification for factors influencing health has four categories: inherited, environ-
mental, lifestyle, and healthcare. Furthermore, in environmental epidemiology, a
commonly used classification comprises compositional (e.g., age), environmental
(e.g., air quality) and socioeconomic factors (e.g., social class). How do these
classifications fit in with that proposed by Morgenstern? Inherited, compositional,
lifestyle and some socioeconomic and healthcare factors are individual-level mea-
sures that may be aggregated to the area level, while other socioeconomic factors
(e.g., social capital) and healthcare factors (e.g., bed occupancy rates) are contextual
or global measures.

An important issue in ecological studies is the level of analysis in relation to
the level of inference. The level of analysis may be at the individual level or at the
ecological (or group) level. For an analysis at the individual level, ecological-level
variable values are allocated to all individuals within an area. For an analysis at the
ecological level, all individual-level variables are grouped to a common ecological
or area level. The unit of analysis is therefore the level to which all variables have
been assigned and this may be at the individual or at the area level. Sophisticated
approaches are available that take into account information at the individual and
area levels (including multiple area levels such as family, neighborhood, and county).
The main approaches are multilevel modeling and Bayesian hierarchical modeling.

With respect to interpretation, the underlying objective may be to make infer-
ences about biobehavioral, ecological, and contextual effects on health. 
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Biological or behavioral effects refer to effects on risks at the individual level;
for example, the biological effect of wearing a seat belt on the risk of road-traffic-
related injury and death among drivers and passengers. 

Ecological effects refer to effects on group rates. For example, the ecological
effect of seat belt laws on accident mortality rates in different countries depends not
only on the protective effect of the seat belt but also on the degree of compliance
with the law in each country. An additional factor may be risk compensation, that
is, the tendency to drive faster because drivers feel safer when wearing seat belts. 

Contextual effects refer to the effects of an ecological exposure on individual
risk, for example, the contextual effect of living in a socioeconomically deprived
area on the risk of ill health over and above the effects of deprivation at the individual
level. With regard to the seat belt example, the contextual effect might be family or
peer pressure to conform to the law. 

Another example of the contextual effect comes from communicable disease
epidemiology. The risk of contracting a disease is typically dependent on the host,
the agent, and the environment. One of the environmental factors is the prevalence
of disease in close contacts or the community in which the individual resides. The
risk to the individual will increase if the prevalence of disease in close contacts
increases. Conversely, if herd immunity is high due to high levels of vaccination
coverage, then the risk to individuals within the community, even those unvaccinated,
may be low. 

As ecological studies are often carried out to draw inferences, it is important
to see if the level of inference matches the level of analysis. Not infrequently,
analyses are carried out at the ecological level because information on exposures
of interest is not available at the individual level or would be too expensive or
impractical to collect. The real interest and therefore inference may be at the
individual level regarding biological effects, such as the effect of radon exposure
on lung cancer. Such cross-level inferences are particularly susceptible to eco-
logical bias.

Ecological studies have a number of advantages. They tend to be inexpensive
and are quick to carry out. Routine statistics are frequently available by area and
over time. Exposure information is often only or most readily available at the area
level (e.g., air pollution measurements from monitoring stations). Random errors
are often smaller for populations than for individuals. Differences in exposure
between areas may be larger than differences between individuals in the same area.
Mapping and spatial analysis of epidemiological data may reveal important features
and generate hypotheses to be tested at the individual level. Ecological studies may
be entirely appropriate if the interest is in ecological level effects, such as the
effectiveness of population interventions or legislation.

Ecological studies, however, have numerous potential disadvantages. Measures
of exposure are only surrogates based on the average exposure for a population. The
association seen between exposure and outcome at the group level may not be
reliably extrapolated to that at the individual level (see ecological bias, discussed
later). There may be systematic differences between areas and over time in recording
disease frequency, regarding quality of diagnosis, disease classification, complete-
ness of reporting, differential survival and population under- or overenumeration.
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There may be systematic differences in the measurement of exposures. Data are
often not available for confounding factors and controlling for them may be difficult.
Spatial boundaries sometimes artificially divide populations in ways that may
obscure the true distribution of exposure and disease risk. There may be significant
statistical problems posed by spatial and temporal autocorrelation. There may be
unstable estimates of risk in small area studies due to small numbers. Selective
migration across groups in small area studies would tend to obscure or exaggerate
associations. Routine data are usually collected for mortality statistics rather than
for estimation of incidence. There may also be the issue of temporal ambiguity
unlike cohort studies where we can usually be confident that disease did not precede
exposure. A number of covariates, particularly demographic, socioeconomic, and
environmental factors, tend to be more highly correlated with each other than they
are at the individual level. This problem with colinearity tends to make it very
difficult to separate their effects statistically.

A major limitation of ecological analysis for making causal inferences is
ecological bias: the failure of ecological effect estimates to reflect the biological
effect at the individual level. Ecological bias occurs when the measure of asso-
ciation found at the group level is a distortion of the association that exists at
the individual level. To assume that grouped results apply to individuals could
result in the ecological fallacy. A famous example is the correlation between
suicide rates and religion in regions in Prussia. The relative risk of suicide among
Protestants was estimated to be 7.6 at the ecological level, but only 2 at the
individual level (Morgenstern, 1995). Ecological bias can arise from several
sources. Confounding, bias or misclassification may alter the association between
an exposure and a health outcome within areas. If there were a bias in the same
direction in most areas, the ecological estimate of the association would also be
biased. Nonlinear relationships at the individual level will affect the ecological
estimate of the association. Important sources of ecological bias are those that
result from the phenomena referred to as confounding by group and effect mod-
ification by group. Confounding by group occurs when the background rate of
disease in the population varies across areas. For example, heart disease mortality
rates may be higher in regions with higher levels of air pollution. However, the
higher rates in the populations within these regions may be due to other factors
such as genetically determined risk levels. Confounding by group occurs in this
situation even when there is no association between exposure to air pollution and
genetically determined risk at the individual level within areas. Effect modifica-
tion by group occurs if the effect of exposure on risk at the individual level varies
across areas. For example, the effect of exposure to high levels of grass pollen
on asthma might be more marked within a region where the individuals are more
susceptible to the adverse effects of pollen, perhaps due to genetic or dietary
factors, than in a region where they are not. The ecological estimate of the effects
of pollen on asthma across these regions would not reflect the biological effect
at the individual level.

For an in-depth discussion of epidemiological and statistical issues in ecological
studies, refer to other sources (Elliott et al., 2000; Lawson et al., 1999).
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2.4 CONCLUSIONS

 

In this chapter, we have examined a number of the issues regarding data used for
geographical analysis. It is clear that there are many facets to both the location and
attribute aspects of spatial data. An important message is that data quality should
be explicitly considered as any analysis and interpretation will depend on the quality
of data used. Uncritical use of spatial data should be avoided, as there are numerous
potential pitfalls.

The chapter has also described cartographic operations, which are a special
feature of GIS. A substantial amount of public health information has an intrinsic
spatial component, which is often not realized. The use of GIS and cartographic
operations is strongly recommended to bring an added dimension to public health
intelligence.

ESDA and ESDA techniques have been described. Some forms of ESDA can
be implemented in standard GIS software and can be implemented using database
and spreadsheet software in conjunction with GIS. We recommend that public health
analysts, particularly those involved in public health observatory and surveillance-
type work, become familiar with and utilize at least the basic methods available.
Ecological studies are more the domain of the public health researcher and, aside
from the limitations, can be useful tools for public health research.
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3.1 INTRODUCTION

 

The representation and analysis of maps of disease-incidence data is a basic tool in
the analysis of regional variation in public health. The development of methods for
mapping disease incidence has progressed considerably in recent years. One of the
earliest examples of disease mapping is the map of the addresses of cholera victims
related to the locations of water supplies by John Snow in 1854. In that case, the
street addresses of victims were recorded and their proximity to putative pollution
sources (water supply pumps) was assessed (Snow, 1854).

The subject area of disease mapping has developed considerably in recent years.
This growth in interest has led to a greater use of geographical or spatial statistical
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tools in the analysis of data both routinely collected for public health purposes and
in the analysis of data found within ecological studies of disease relating to explan-
atory variables. The study of the geographical distribution of disease can have a
variety of uses. The main areas of application can be conveniently broken down into
the following classes: 

• Disease mapping 
• Disease clustering 
• Ecological analysis

In the first class — disease mapping — usually the object of the analysis is to
provide (estimate) the true relative risk of a disease of interest across a geographical
study area (map), a focus similar to the processing of pixel images to remove noise.
Applications for such methods lie in health services resource allocation and in
disease atlas construction; e.g., see Pickle et al. (1999).

The second class — disease clustering — has particular importance in public
health surveillance, where it may be important to be able to assess whether a disease
map is clustered and where the clusters are located. This may lead to examination
of potential environmental hazards. A particular special case arises when a known
location is thought to be a potential pollution hazard. The analysis of disease
incidence around a putative source of hazard is a special case of cluster detection.

The third class — ecological analysis — is of great relevance within epidemi-
ological research, as its focus is the analysis of the geographical distribution of
disease in relation to explanatory covariates, usually at an aggregated spatial level.
Many issues relating to disease mapping are also found in this area, in addition to
issues relating specifically to the incorporation of covariates.

In this chapter, the issues surrounding the first class of problems, namely
disease mapping, are the focus of attention. While the focus here is on statistical
methods and issues in disease mapping, it should be noted that the results of such
statistical procedures are often represented visually in mapped form. Hence, some
consideration must be given to the purely cartographic issues that affect the
representation of geographical information. The method chosen to represent
disease intensity on the map, be it color scheme or symbolic representation, can
dramatically affect the resulting interpretation of disease distribution. It is not
the purpose of this review to detail such cognitive aspects of disease mapping,
but the reader is directed to some recent discussions of these issues (Pickle and
Hermann, 1995; Walter, 1993).

 

3.2 DISEASE MAPPING AND MAP RECONSTRUCTION

 

To begin, we consider two different mapping situations that clearly demarcate
approaches to this area. The form of the mapped data that arises in such studies
defines these situations. First, the lowest level of aggregation of data observable in
disease incidence studies is the case itself. Its geographical reference (georeference),
usually the residential address of the case, is the basic mapping unit. This type of
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data is often referred to as case event data. We usually define a fixed study area
within which case events occur. The second type of data commonly found in such
studies is a count of disease cases within arbitrarily defined administrative regions
(tracts), such as census tracts, electoral districts, or health authority areas. Essentially
the count is an aggregation of all the cases within the tract. Therefore, the georef-
erence of the count is related to the tract location, where the individual case spatial
references (locations) are lost. Often this latter form of data is more commonly
available from routine data sources such as government agencies than the first form.
Confidentiality can limit access to the case event realization. Figure 3.1 and Figure
3.2 display examples of such data formats.

The first example is the address locations of cancer of the larynx cases in southern
Lancashire, England, for the period of 1974 to 1983. The second example is of 26
enumeration districts (census tracts) in central Falkirk, Scotland, in which were
collected the respiratory cancer disease counts for the period of 1978 to 1983. Figure
3.3 highlights the correspondence between case event and count data.

 

FIGURE 3.1

 

Larynx cancer case event map, Lancashire, England, 1974 to 1983. 

 

Source

 

:
Lawson, A.B., 2001, 

 

Statistical Methods in Spatial Epidemiology,

 

 New York: Wiley. With
permission.
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3.3 DISEASE MAP RESTORATION

3.3.1 S

 

IMPLE

 

 S

 

TATISTICAL

 

 R

 

EPRESENTATIONS

 

The representation of disease-incidence data can vary from simple point object maps
for cases and pictorial representation of counts within tracts, to the mapping of
estimates from complex models purporting to describe the structure of the disease
events. This section and Section 3.3.2 describe the range of mapping methods from
simple representations to model-based forms. The geographical incidence of disease
has as its fundamental unit of observation, the address location of cases of disease.
The residential address (or possibly the employment address) of cases of disease
contains important information relating to the type of exposure to environmental
risks. Often, however, the exact address locations of cases are not directly available
and instead one must use counts of disease in arbitrary administrative regions, such
as census tracts or postal districts. This lack of precise spatial information may be
due to confidentiality constraints relating to the identification of case addresses or
may be due to the scale of information gathering.

 

3.3.1.1 Crude Representation of Disease Distribution

 

The simplest possible mapping form is the depiction of disease rates at specific sets
of locations. For case events, this is a map of case event locations. For counts within
tracts, this is a pictorial representation of the number of events in the tracts plotted at

 

FIGURE 3.2

 

Respiratory cancer counts in 26 census tracts in Falkirk Central, Scotland, 1978
to 1983. 

 

Source

 

: Lawson, A.B., 2001, 

 

Statistical Methods in Spatial Epidemiology,

 

 New
York: Wiley. With permission.
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a suitable set of locations (e.g., tract centroids). The locations of case events within a
spatially heterogeneous population can display a small amount of information con-
cerning the overall pattern of disease events within a window. Ross and Davis (1990)
provide an example of such an analysis of leukemia cluster data. However, any
interpretation of the structure of these events is severely limited by the lack of infor-
mation concerning the spatial distribution of the background population that might be
at risk from the disease of concern. This population also has a spatial distribution and
failure to take account of this spatial variation severely limits the ability to interpret
the resulting case event map. In essence, areas of high density of at-risk populations
would tend to yield a high incidence of case events and so, without taking account of
this distribution, areas of high disease intensity could be spuriously attributed to excess
disease risk. Figure 3.4 displays an example of a case address map for Humberside,
U.K., for cases of childhood leukemia and lymphoma in a fixed period.

For counts of cases of disease within tracts, similar considerations apply when
crude count maps are constructed. Here, variation in population density also affects
the spatial incidence of disease. It is also important to consider how a count of cases
could be depicted in a mapped representation. Counts within tracts are totals of
events from the whole tract region. If tracts are irregular, then a decision must be
made to either locate the count at some tract location (e.g., tract centroid, however
defined) with suitable symbolization or to represent the count as a fill color or shade
over the whole tract (choropleth thematic map). In the former case, the choice of

 

FIGURE 3.3

 

Case event map with arbitrary regions superimposed. 

 

Source

 

: Lawson, A.B.
and Cressie, N., 2000, Spatial statistical methods for environmental epidemiology, in Rao,
C.R. and Sen, P.K., Eds.,

 

 Handbook of Statistics: Bio-Environmental and Public Health
Statistics

 

, Vol. 18, New York: Elsevier.
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location will affect interpretation. In the latter case, symbolization choice (shade or
color) could also distort interpretation although an attempt to represent the whole
tract may be attractive.

In general, methods that attempt to incorporate the effect of the background at-
risk population are to be preferred. These are discussed in the next section.

 

3.3.1.2 Standardized Mortality/Morbidity Ratios and 
Standardization

 

To assess the status of an area with respect to disease incidence, it is convenient to
attempt to first assess what disease incidence should be locally expected in the tract
area and then to compare the observed incidence with the expected incidence. This
approach has been traditionally used for the analysis of counts within tracts and can
be applied to case event maps.

 

3.3.1.2.1 Case Events

 

Case events can be mapped as point-event locations. For the purposes of assess-
ment of differences in local disease risk, it is appropriate to convert these
locations into a continuous surface describing the spatial variation in intensity

 

FIGURE 3.4

 

Case address locations of childhood leukemia and lymphoma in the Humberside
region of the United Kingdom, within a fixed time period. 

 

Source

 

: Lawson, A.B., 2001,

 

Statistical Methods in Spatial Epidemiology,

 

 New York: Wiley. With permission.

4700 4800 4900 5000 5100 5200 5300 5400

easting

4200

4300

4400

4500

4600

4700

4800
no

rt
hi

ng

 

TF1643_book.fm  Page 36  Wednesday, April 28, 2004  1:18 PM



 

Disease Mapping

 

37

 

of the cases. Once this surface is computed, then a measure of local variation is
available at any spatial location within the observation window: the intensity
surface (IS). This surface can be formally defined as the first-order intensity of
a point process (e.g., see Lawson and Waller, 1996) and can be estimated by a
variety of methods including density estimation (Härdle, 1991). To provide an
estimate of the at-risk population (ARP) at spatial locations, it is necessary first
to choose a measure that will represent the intensity of cases expected at such
locations. Two possibilities can be explored. First, it is possible to obtain rates
for the case disease from either the whole study window or a larger enclosing
region. Often, these rates are available only at an aggregated level (e.g., census
tracts). The rates are obtained for a range of subpopulation categories that are
thought to affect the case disease incidence. For example, the age and sex
structure of the population or the deprivation status of the area (e.g., see Carstairs,
1981) could affect the amount of population at risk from the case disease. The
use of such external rates is often called external standardization (Inskip et al.,
1983). It should be noted that rates computed from aggregated data would be
less variable than would rates based on density estimation of case events. An
alternative method of assessing the at-risk population structure is to use a case
event map of another disease, which represents the background population but
is not affected by the etiological processes of interest in the case disease. For
example, the spatial distribution of coronary heart disease (CHD: ICD 9 code,
List A 410–414) could provide a control representation for respiratory cancer
(ICD 9 code, List A 162) when the latter is the case disease in a study of air
pollution effects, as CHD is less closely related to air pollution insult. Other
examples of the cited use of a control disease are: 

• Larynx cancer (case) and lung cancer (control) (Diggle, 1990) (however,
this control is complicated by the fact that lung cancer is also related to
air pollution risk) 

• Lower body cancers (control) and gastric cancer (case) where lower body
organs may only be affected by specific pollutants (e.g., nickel) (Lawson
and Williams, 2000)

• Birth defects (case) and live births (control)

While exact matching of diseases in this way will always be difficult, there is
an advantage in the use of control diseases in case event examples. If a realization
of the control disease is available in the form of a point-event map, then it is possible
to compute an estimate of the first-order intensity of the control disease. This estimate
can be used directly to compare case intensity with background intensity. Note that
the ARP can be estimated, equally, from census-tract standardized rates (e.g., see
Lawson and Williams, 1994).

The comparison of estimates of the intensity surface (IS) and ARP can be made
in a variety of ways. First, it is possible to map the ratio of IS/ARP over the whole
area. Bithell (1990) first suggested this. Modifications to this procedure have been
proposed by Lawson and Williams (1993) and Kelsall and Diggle (1995). Care must
be taken to consider the effects of study/observation window edges on the
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interpretation of the ratio. Some edge-effect compensation should be considered
when there is a considerable influence of window edges in the final interpretation
of the map. A detailed discussion of edge effects can be found elsewhere (Lawson
et al., 1999).

Apart from ratio forms, it is also possible to map transformations of ratios
(e.g., log transforms) or to map differences. The choice of ratio or difference will
depend on the underlying model assumed for the excess risk. This is discussed
in Section 3.3.2.

In all the approaches above to the mapping of case event data, some smoothing
or interpolation of the event or control data has to be made. The statistical properties
of this operation depend on the method used for estimation of each component of
the map. Optimal choices of the smoothing constant (i.e., bandwidth) are known for
density estimation and kernel smoothing (e.g., see Härdle, 1991).

 

3.3.1.2.2 Tract Counts

 

As in the analysis of case events, it is usual to assess maps of count data by
comparison of the observed counts to those counts expected to arise given the at-
risk population structure of the tract. Traditionally, the ratio of observed to expected
counts within tracts is called a Standardized Mortality/Morbidity Ratio (SMR) and
this ratio is an estimate of relative risk within each tract (i.e., the ratio describes the
odds of being in the disease group rather than the background group). The justifi-
cation for the use of SMRs can be supported by the analysis of likelihood models
with multiplicative expected risk (e.g., see Breslow and Day, 1987). Figure 3.5
displays the SMR thematic map for the Falkirk example, based on expected rates
calculated from the local male and female population counts and the Scottish res-
piratory cancer rate for the period.

Then the SMR is defined as the ratio of observed count (O) to expected count
(E): O/E

 

 

 

in each region

 

.

 

The alternative measure of relation between observed and expected counts,
which is related to an additive risk model, is the difference: O–E

 

.

 

In both cases, the comments made in Section 3.1 and Section 3.2 about mapping
counts within tracts apply. In this case, it must be decided whether to express the
ratio or difference as fill patterns in each region or to locate the result at some
specified tract location, such as the centroid. If it is decided that these measures
should be regarded as continuous across regions then some further interpolation of
the ratio or difference must be made (e.g., see Breslow and Day, 1987). This is
discussed briefly in the next section.

SMRs are commonly used in disease map presentation, but have many draw-
backs. First, they are based on ratio estimators; hence, they yield large changes in
estimate with relatively small changes in expected value. In the extreme, when a
(close to) zero expectation is found, the SMR will be very large for any positive
count; in addition, the zero SMRs do not distinguish variation in expected counts
and the SMR variance is proportional to 1/E in each region. The SMR is essentially
a saturated estimate of relative risk and hence is not parsimonious.
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3.3.1.3 Interpolation

 

In many of the mapping approaches mentioned above, interpolation methods must
be used to provide estimates of a surface measure at locations where there are no
observations. For example, we may wish to map contours of a set of tract counts if
we believe the counts to represent a continuously varying risk surface. For the
purposes of contouring, a grid of surface interpolant values must be provided.
Smoothing of SMRs has been advocated by Breslow and Day (1987). Those authors
employ kernel smoothing to interpolate the surface (in a temporal application). The
advantage of such smoothing is that the method preserves the positivity condition
of SMRs, that is, the method does not produce negative interpolants (which are
invalid), unlike kriging methods (e.g., see Lawson and Cressie, 2000, for discussion
of this issue). Other interpolation methods also suffer from this problem. Many
mapping packages utilize interpolation methods to provide gridded data for further
contour and perspective view plotting (e.g., SAS™, S-Plus

 

®

 

 software). However,
often the methods used are not clearly defined or they are based on mathematical
rather than statistical interpolants (e.g., the Akima or Delauney interpolators).
ArcGIS

 

®

 

 with Geostatistical Analyst provides a range of kriging methodologies that
could be applied within the small area health context if suitable transformations are
employed.

Note that the comments above also apply directly to case-event density estima-
tion. The use of kernel density estimation is recommended, with edge correction as
appropriate. For ratio estimation, Kelsall and Diggle (1995) recommend the joint
estimation of a common smoothing parameter for numerator and denominator when
a control-disease realization is available.

 

FIGURE 3.5

 

Falkirk respiratory cancer SMR map.

SMR range

1.26 to 2.04  (6)
1.06 to 1.26  (3)
0.8   to 1.06  (6)
0.61 to   0.8  (5)
0.3   to 0.61  (6)
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3.3.1.4 Exploratory Methods

 

The discussion above, concerning the construction of disease maps, could be con-
sidered as exploratory analysis of spatial disease patterns. For example, the con-
struction and mapping of ratios or differences of case and background measures is
useful for highlighting areas of incidence requiring further consideration. Contour
plots or surface views of such mapped data can be derived. Comments concerning
the psychological interpretation of mapped patterns also apply here; e.g., see Ripley
(1981) and Walter (1993). However, inspection of maps of simple ratios or differ-
ences cannot provide accurate assessment of the statistical significance of, for exam-
ple, areas of elevated disease risk. Proper inference requires statistical models and
that is the subject of the next section.

 

3.3.2 B

 

ASIC

 

 M

 

ODELS

 

In the previous section, the use of primarily descriptive methods in the construction
of disease maps was discussed. These methods do not introduce any particular model
structure or constraint into the mapping process. This can be advantageous at an
early or exploratory stage in the analysis of disease data but, when more substantive
hypotheses or greater amounts of prior information are available concerning the
problem, it may be advantageous to consider a model-based approach to disease
map construction. Model-based approaches can also be used in an exploratory setting
and if sufficiently general models are employed then this can lead to better focusing
of subsequent hypothesis generation. Likelihood models for case event data are
considered below, followed by a discussion regarding the inclusion of extra infor-
mation in the form of random effects.

 

3.3.2.1 Basic Likelihood Models

 

3.3.2.1.1 Case Event Data

 

Usually the basic model for case event data is derived from the following three
assumptions:

1. Individuals within the study population behave independently with respect
to disease propensity, after allowance is made for observed or unobserved
confounding variables.

2. The underlying at risk population intensity has a continuous spatial dis-
tribution, within specified boundary vertices.

3. The case events are unique, in that they occur as single spatially separate
events.

Assumption 1 allows the events to be modeled via a likelihood approach, which
is valid conditional on the outcomes of confounder variables. Further, Assumption
2, if valid, allows the likelihood to be constructed with a background continuous
modulating intensity function (the ARP) representing the at-risk population. The
uniqueness of case event locations is a requirement of point process theory (the
property called orderliness; e.g., see Daley and Vere-Jones, 1988), which allows the
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application of Poisson-process models in this analysis. Assumption 1 is generally
valid for noninfectious diseases. It may also be valid for infectious diseases if
complete information about current infectives were known at given time points.
Assumption 2 will be valid at appropriate scales of analysis. It may not hold when
large areas of a study window include zones of zero population (e.g.,
harbors/industrial zones). Often models can be restricted to exclude these areas
however. Assumption 3 usually holds for relatively rare diseases, but it may be
violated when households have multiple cases that occur at coincident locations.
This may not be important at more aggregate scales, but could be important at a
fine spatial scale. Remedies for such nonorderliness are the use of declustering
algorithms (which perturb the locations by small amounts) or analysis at a higher
aggregation level. Note that it is also possible to use a conventional case-control
approach to this problem (Diggle et al., 2000).

Given the assumptions above, it is possible to specify that the case events arise
as a realization of a Poisson point process, with first-order multiplicative intensity
so that two components combine multiplicatively to give the local disease risk. The
IS and ARP estimates are used to represent these two components.

In this definition, the IS can include a function of confounder variables as well
as location, a parameter (vector) and the overall constant rate of the process. The
confounder variables can be widely defined however. For example, a number of
random effects could be included to represent unobserved effects, as well as observed
covariates, as could functions of other locations. The inclusion of random effects
could be chosen if it is felt that unobserved heterogeneity is present in the disease
process. This could represent the effect of known or unknown covariates that are
unobserved.

For suitably specified IS, a variety of models can be derived. In the case of
disease mapping, where only the background intensity is to be accounted for, a
reasonable approach to intensity parameterization is IS/ARP over the whole study
window. The preceding definition can be used as an informal justification for the
use of intensity ratios in the mapping of case event data; such ratios represent the
local extraction of at risk background, under a multiplicative hazard model. On the
other hand, under a pure additive model, differencing the two estimated rates would
be supported.

 

3.3.2.1.2 Tract Count Data

 

In the case of observed counts of disease within tracts, the Poisson-process assump-
tions given above imply that the counts are Poisson distributed with, for each tract,
a different expectation based on the integral of the overall model intensity over the
small area.

Often a parameterization is assumed where, as in the case event example, the
intensity is defined as a simple multiplicative function of the background ARP

 

.

 

 An
assumption is often made at this point that the expectation can be regarded as a
parameter within a model hierarchy. This assumption leads to considerable simpli-
fications, but at a cost. The effect of such an approximation should be considered
in any application example, but is seldom considered in the existing literature;
Marshall (1991) and Lawson et al. (1999) provide reviews.
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The mapping of extracted intensities for case events or modified SMRs for tract
counts is based on the view that once the at-risk background is extracted from the
observed data, the resulting distribution of risk represents a clean map of the ground
truth. Of course, as the background function, ARP must usually be estimated, and
some variability in the resulting map will occur by inclusion of different estimators.
For tract count data, the use of external standardization alone to estimate the expected
counts within tracts may provide a different map from that provided by a combination
of external standardization and measures of tract-specific deprivation, e.g., depriva-
tion indices (Carstairs, 1981). If any confounding variables are available and can be
included within the estimate of the at-risk background, then these should be con-
sidered for inclusion. Examples of confounding variables could be found from
national census data, particularly relating to socioeconomic measures. These mea-
sures are often defined as deprivation indicators or related to lifestyle choices. For
example, the local rate of car ownership or percentage unemployed within a census
tract or other small area could provide a surrogate measure for increased risk, due
to correlations between these variables and poor housing, smoking lifestyles, and
ill health. Hence, if it is possible to include such variables in the estimation of ARP

 

,

 

then any resulting map will display a close representation of the true underlying risk
surface.

When it is not possible to include such variables within ARP it is sometimes
possible to adapt a mapping method to include covariables of this type by inclusion
within the IS itself.

 

3.3.2.2 Random Effects and Bayesian Models

 

3.3.2.2.1 Random Effects

 

In the previous sections, some simple approaches to mapping intensities and counts
within tracts have been described. These methods assume that once all known and
observable confounding variables are included within the ARP estimation then the
resulting map will be clean of all artifacts and hence depicts the true excess risk
surface. However, it is often true that unobserved effects are thought to exist within
the observed data. These effects should be included within the analysis. These effects
are often termed random effects and their analysis has provided much literature both
in statistical methodology and in epidemiological applications; e.g., see Manton et
al. (1981), Tsutakawa (1988), Marshall (1991), Devine and Louis (1994), and
reviews given in Lawson (2001) and Elliott et al. (2000). Within the literature on
disease mapping, there has been a considerable growth in recent years in modeling
random effects of various kinds. In the mapping context, a random effect could take
a variety of forms. In its simplest form, a random effect is an extra quantity of
variation (or variance component) that is estimable within the map and which can
be ascribed a defined probabilistic structure. This component can affect individuals
or can be associated with tracts or covariables. For example, individuals vary in
susceptibility to disease and hence individuals who become cases could have a
random component relating to different susceptibility. This is sometimes known as
frailty. Another example is the interpolation of a spatial covariable to the locations
of case events or tract centroids. In that case, some error will be included in the
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interpolation process and could be included within the resulting analysis of case or
count events; in addition, the locations of case events might not be precisely known
or subject to some random shift, which may be related to uncertain residential
exposure. (However, this type of uncertainty may be better modeled by a more
complex integrated intensity model, which no longer provides an independent
observation model.) Finally, within any predefined spatial unit, such as tracts or
regions, it may be expected that there could be components of variation attributable
to these different spatial units. These components could have different forms depend-
ing on the degree of prior knowledge concerning the nature of this extra variation.
For example, when observed counts, thought to be governed by a Poisson distribu-
tion, display greater variation than expected (i.e., variance greater than the mean),
it is sometimes described as overdispersion. This overdispersion can occur for
various reasons. Often it arises when clustering occurs in the counts at a particular
scale. It can also occur when considerable numbers of cells have zero counts (sparse-
ness), which can arise when rare diseases are mapped. In spatial applications, it is
important furthermore to distinguish two basic forms of extra variation. First, as in
the aspatial case, a form of independent and spatially uncorrelated extra variation
can be assumed. This is often called uncorrelated

 

 

 

heterogeneity (e.g., see Besag et
al., 1991). Another form of random effect is that which arises from a model where
it is thought that the spatial unit (such as case events, tracts, or regions) is correlated
with neighboring spatial units. This is often termed correlated

 

 

 

heterogeneity. Essen-
tially, this form of extra variation implies that there exists spatial autocorrelation
between spatial units; e.g., see Cliff and Ord (1981) for an accessible introduction
to spatial autocorrelation. This autocorrelation could arise for a variety of reasons.
First, the disease of concern could be naturally clustered in its spatial distribution
at the scale of observation. Many infectious diseases display such spatial clustering
and a number of apparently noninfectious diseases also cluster; e.g., see Cuzick and
Hills (1991) and Glick (1979). Second, autocorrelation can be induced in spatial
disease patterns by the existence of unobserved environmental or frailty effects.
Hence, the extra variation observed in any application could arise from confounding
variables that have not been included in the analysis. In disease mapping examples,
this could easily arise when simple mapping methods are used on SMRs with just
basic age–sex standardization.

In the discussion on heterogeneity, it is assumed that a global measure of
heterogeneity applies to a mapped pattern. That is, including a general heterogeneity
term in the mapping model can capture any extra variation in the pattern. However,
often spatially specific heterogeneity may arise where it is important to consider
local effects as well as, or instead of, general heterogeneity. To differentiate these
two approaches, we use the terms specific and nonspecific

 

 

 

heterogeneity. Specific
heterogeneity implies that spatial locations are to be modeled locally; for example,
clusters of disease are to be detected on the map. In contrast, nonspecific describes
a global approach to such modeling, which does not address the question of the
location of effects. In this definition, it is tacitly assumed that the locations of clusters
of disease can be regarded as random effects themselves. Hence, there are strong
parallels between image processing tasks and the tasks of disease mapping.
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Random effects can take a variety of forms and suitable methods must be
employed to provide correctly estimated maps under models including these effects.
In this section, we discuss simple approaches to this problem from a Bayesian
viewpoint.

 

3.3.2.2.2 Bayesian Approach

 

There is a variety of approaches to random effects modeling. Some are nonpara-
metric or approximate. Multilevel modeling makes some simplifying assump-
tions that lead to approximate inference (see Leyland and Goldstein, 2001).
However, it is natural to consider modeling random effects within a Bayesian
framework. Primarily, random effects naturally have prior distributions and the
joint distribution of the data and the prior distributions of the parameters are
examined together for estimation. The product of the data likelihood and the
prior distributions is called the posterior distribution. Hence, the development
of full Bayes and empirical Bayes (posterior approximation) methods has devel-
oped naturally in the field of disease mapping. The prior distribution(s) for the
parameters in the intensity specification have parameters themselves called
hyperparameters (in a Poisson-gamma example, these would be the scale and
shape parameters of the gamma: a, b, etc.). These hyperparameters can also have
distributions, which are known as hyperprior distributions. The distributions
chosen for these parameters depend on the application. In the full Bayesian
approach, inference is based on the posterior distribution of the parameters given
the data. However, it is possible to adopt an intermediate approach where the
posterior distribution is approximated in some way and subsequent inference
may be made via estimation of parameters or by computing the approximated
posterior distribution. In the tract count example, approximation via intermediate
prior parameter estimation would involve the estimation of a and b

 

 

 

(in the gamma
example), followed by inference on the estimated posterior distribution; e.g.,
see Carlin and Louis (2000).

Few examples exist of simple Bayesian approaches to the analysis of case
event data in the disease mapping context. One approach, described by Lawson
et al. (1996), can be used with simple prior distributions for parameters and the
authors provide approximate empirical Bayes estimators based on tile area integral
approximations. For count data, a number of examples exist where independent
Poisson distributed counts (with constant within tract rate) are associated with
prior distributions with varying complexity. The earliest examples of such a Baye-
sian mapping approach can be found in Manton et al. (1981) and Tsutakawa (1988).
In addition, Clayton and Kaldor (1987) developed a Bayesian analysis of a Poisson
likelihood model where the tract count has an expectation that is a product of the
relative risk and ARP

 

. 

 

They found that the relative risk prior distribution given by
gamma (a, b) led to the posterior expectation where the numerator of the SMR is
augmented by a and the denominator by b

 

. 

 

Hence, one could map directly these
Bayes estimates.

 

TF1643_book.fm  Page 44  Wednesday, April 28, 2004  1:18 PM



 

Disease Mapping

 

45

 

3.3.3 A

 

DVANCED

 

 B

 

AYESIAN

 

 M

 

ODELS

 

Many of the models discussed above can be extended to include the specification
of prior distributions for parameters and hence can be examined via Bayesian
methods. In general, one can distinguish between empirical Bayes methods and full
Bayes methods on the basis that any method that seeks to approximate the posterior
distribution is regarded as empirical Bayes. All other methods are regarded as full
Bayes.

The most important of these full Bayes methods was that of Besag et al. (1991)
— BYM — that allows the inclusion of both trend effect and uncorrelated and
correlated heterogeneity within the relative risk model. This model requires special
posterior sampling methods (Gibbs sampling) for its implementation. The model
can be fitted on the package WinBUGS, as can simpler relative risk models. Figure
3.6 displays the BYM posterior expected relative risks for the Falkirk map. Note
that the resulting estimates are smoother than the SMR map.

 

3.4 NEW DEVELOPMENTS

 

In recent years there have been a number of notable new approaches to disease
mapping. One of the most notable developments has been the use of mixture models
and partition models; e.g., see Denison and Holmes (2001), Knorr-Held and Rasser
(2000), and reviews in Lawson and Denison (2002). The idea behind mixture models
is that the observed data arises from more than one distribution. For example, it
might be assumed there is a small set of components from which the true risk is
derived and the observed data is a random variation around these components. Hence,
what is observed is an overlaying of these components. These models can be useful
in providing a map of partitioned components of risk (which are discrete) or could
provide a type of nonparametric smoothing of the risk map. They can also be used
to allow discontinuities in the relative risk surface not admitted by the Besag et al.
approach. Lawson and Clark (2002) proposed a different mixture approach for
discontinuities, which is programmable in WinBUGS.

Only little attention has been paid to the analysis of multiple maps of disease.
Knorr-Held and Best (2001) proposed an analysis based on a linkage parameter,
while a competing risk approach was adopted by Lawson and Williams (2000).
Spatiotemporal mapping has received greater attention and is likely to receive much
more due to the needs of health surveillance. Most models in this area have focused
on simple types of space–time interaction, although Knorr-Held (2000) examined a
greater range of interaction effects. A recent review of these models appears in
Lawson (2001).

The real-time or near real-time analysis of mapped data is little developed and
is likely to be of great import following the events of September 11, 2001. Real-
time analysis has received little attention so far. In addition, the important issues,
such as early detection of outbreaks (syndromic surveillance) and the tools best
suited to the earliest detection of outbreaks must be addressed. Some recent
approaches to this appear in Brookmeyer and Stroup (2003).
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3.5 DISCUSSIONS AND CONCLUSIONS

 

This chapter has focused on the issue of disease mapping, i.e., the production of
clean maps of the geographical distribution of disease (incidence or prevalence). An
example of the application of a variety of methods, ranging from likelihood to full
Bayes methods has been examined with a simple data set (Figure 3.5 and Figure
3.6). The results of this application tend to highlight a variety of issues, which
commonly arise in such applications. First, crude SMR relative risk estimates often
contain artifacts that relate to the method of estimation as well as unobserved
heterogeneity in the data. These artifacts can be partially removed by the inclusion
of random effects. Under Bayesian models, these random effects can be posterior-
sampled and the associated relative risk estimates can be averaged to produce a
posterior-average relative risk. Approximate methods that seek to directly estimate
the prior distribution parameters in these setups lead to empirical Bayes methods.
Finally, the incorporation of both uncorrelated and correlated heterogeneity can be
modeled within the full Bayesian posterior sampling framework.

It is clear that, while empirical Bayes methods lead to relatively simple estima-
tors of relative risk, other methods provide greater flexibility in the choice of model
and hence possibilities for analysis. While empirical Bayes methods can be imple-
mented more easily, the use of full Bayesian methods has many advantages, not
least of which is the ability to specify a variety of components and prior distributions
in the model setup. Sampling of posterior distributions is now easily achieved with
software such as WinBUGS that provides Gibbs sampling for a variety of hierarchical
Bayesian models.

In public health applications, it may be important to provide some guidance as
to the use of such methods and to recommend relatively simple methods to be used

 

FIGURE 3.6

 

Falkirk BYM full Bayes relative risk estimates.

BYM relative risks
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by practitioners in such areas. From a variety of studies, it would appear that the
simplest approach to the problem lies in the use of empirical Bayes estimators (e.g.,
gamma-Poisson model) as these can be computed relatively easily and appear to be
reasonably robust. However, a full Bayesian approach has many benefits, although
it may not be easily implemented by nonstatisticians. The use of crude SMR maps
cannot be recommended and if employed, as is commonly the case in practice,
should be accompanied by maps of variability. Indeed, it is to be recommended that
all relative risk mapping exercises should include small area variability estimates as
standard output. Of course, even when good methods of estimation are adopted,
there remains the issue of visual interpretation of mapped results that adds a further
stage of processing to the spatial information.
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4.1 DISEASE CLUSTERS AND CLUSTERING

 

In these times of increased public awareness of and concern toward sources of
environmental pollution and their potential links to disease, reports of a cluster or
hot spot of disease in a particular area are commonplace. These concerns have no
doubt been heightened, in the United Kingdom at least, by public health issues such
as the so-called childhood leukemia cluster around the Sellafield nuclear reprocess-
ing plant in northwest England (Gardner, 1993), over bovine spongiform encepha-
lopathy (popularly known as mad cow disease), and more recently, the foot and
mouth disease outbreak in 2001. Much of the controversy surrounding clustering
lies in the difficulty in providing an adequate definition. To remove any potential
for confusion, we draw the reader’s attention to the distinction between the identi-
fication of disease clusters, the topic of this chapter, and the entirely separate
statistical technique of cluster analysis, which aims to aggregate variables with
similar characteristics in a dataset together to simplify subsequent analysis.
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Cluster detection methods can be classified into either global or local tests.
Global tests detect the presence or absence of clustering over the whole study region
without specifying spatial location. Local tests additionally specify the location and,
if extended to consider temporal patterns, can specify spatiotemporal clusters. A
special case of local tests is the focused test, which is used to detect raised incidence
of disease around some prespecified source, such as an incinerator. In this chapter,
we concentrate on local tests because we are concerned with locating disease clus-
tering spatially and temporally.

In general lay conversation, the terms cluster and clustering are used interchange-
ably, usually applied loosely to mean any unusual collection of events. The Centers
for Disease Control (CDC) discuss “any unusual aggregation of health events, real
or perceived.” Diggle, however, suggests that there are three distinct and separate
problems in spatial epidemiology, namely cluster detection, clustering, and spatial
variation in risk, but acknowledges that the distinctions between them are often
blurred (Diggle, 2000). Cluster

 

 

 

detection, according to Diggle, might be better named
anomaly

 

 

 

detection

 

 

 

or surveillance, whereas clustering is a departure from complete
spatial randomness (i.e., the hypothesis that cases occur independently of each other),
which, he suggests, invites an interpretation in terms of genetic susceptibility or
infectious transmission. Here it is useful to acknowledge that aggregation can occur
by random processes, but cluster investigations seek to identify excess aggregation.
For a lucid, diagrammatic presentation of the statistical model of complete spatial
randomness, the reader may wish to consult Waller (2000). Spatial

 

 

 

variation

 

 

 

in

 

 

 

risk
is a departure from the hypothesis that all members of the population are at equal
risk, which Diggle (2000) suggests invites an environmental interpretation. Wakefield
et al. (2000) also discuss the underlying risk surface and suggest a wider definition
with a cluster corresponding to an area and time period in which the (residual) risk
surface is elevated (after adjusting for known risk factors), i.e., excess disease risk.
Risk surfaces have the additional advantage of potentially highlighting areas of
apparent low risk, which may be of value etiologically.

Clustering, however, according to Alexander and Cuzick (1992), might be
defined as “a more heterogeneous and clumped distribution of disease cases than
would be expected from the variations in the population density and chance fluctu-
ations.” It is thus important to recognize the distinction between the notion of an
individual cluster and the concept of a general tendency for clustering.

Knox (1989) suggests three alternative definitions, with a cluster being a geo-
graphically or temporally bounded group of occurrences:

1. Of a disease already known to occur characteristically in clusters
2. Of sufficient size and concentration to be unlikely to have occurred by

chance
3. Related to each other through some social or biological mechanism, or

having a common relationship with some other event or circumstance

The second of Knox’s definitions introduces the important concept of signifi-
cance testing and begs the question of possible etiology; whereas the third definition
relies on some notion of causation. The utility of cluster studies might thus be
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summarized as the identification, statistical confirmation or rejection, and the sug-
gestion of potential clues as to etiology.

 

4.2 WHY INVESTIGATE DISEASE CLUSTERING?

 

The detection and investigation of disease clusters has a long and controversial
history in the field of spatial epidemiology. The basic interest in analyzing disease
patterns is in determining whether the observed events exhibit any systematic pattern
as opposed to being distributed at random over the study region. Wartenberg and
Greenberg (1993) consider cluster studies to be a form of preepidemiology, placing
them in an investigative niche prior to confirmatory epidemiological studies. Ques-
tions that one might wish to pose include:

• Is the observed clustering due mainly to natural background variation in
the at-risk population from which events arise?

• Over what scale does any clustering occur?
• Are clusters merely a result of some obvious 

 

a priori 

 

heterogeneity in the
study region?

• Are clusters associated with proximity to other features of interest, such
as transport arteries or possible point sources of pollution?

• Are events that aggregate in space also clustered in time?

Disease clustering investigations might be used to generate ideas and hypotheses
regarding disease etiology, but perhaps also to calm public fears of a local excess.
Wartenberg (2001) suggests that public concern (often based on personal tragedy,
perhaps with a specific point-source environmental contaminant in mind, but involv-
ing perhaps only a few cases), cannot and should not simply be dismissed as “lying
within acceptable statistical limits” or explained away with demographic, statistical,
or sampling error fluctuations. Reassurance is often required, which can be estab-
lished via a carefully designed investigation.

Rothman (1990) has suggested that the payoff from clustering research comes
from specific hypotheses that emerge to explain the observed pattern of excess
occurrence. Whether infectious agents, genetic susceptibilities, or environmental
pollutants, determining mechanisms is the goal, but only rarely have etiological
insights resulted from cluster investigations.

Disease clustering investigations may prove most useful, however, in actively
identifying outbreaks, particularly for infectious diseases. There have been attempts
to establish national active-cluster surveillance programs, which might regularly scan
register-based data for evidence of elevated risk. However, investigating incidence
data over a relatively large population systematically is costly and so most investi-
gations are more passive and are often the result of an initial request from a member
of the public. For example, in the United Kingdom, the Rapid Inquiry Facility
developed by the Small Area Health Statistics Unit (SAHSU) (Aylin

 

 

 

et al., 1999)
aims to produce a report within three days of a request by routinely collecting
morbidity, mortality, and population data at a small spatial scale in anticipation of
requests for an investigation.

 

TF1643_book.fm  Page 53  Wednesday, April 28, 2004  1:18 PM



 

54

 

GIS in Public Health Practice

 

4.3 CHOOSING BETWEEN METHODS

 

What is an appropriate public health and scientific response to a report of a suspected
disease cluster? Great care needs to be taken in the presentation and interpretation
of results to avoid unwarranted alarm among local residents, while not diminishing
the importance of a real and observed public health concern. Obviously, the response
varies depending on whether we are concerned with infectious diseases, typically
operating over relatively short time scales, or noninfectious diseases with processes
operating, say, over many decades. Naturally, disease can cluster spatially, tempo-
rally, or spatiotemporally. Particularly with infectious diseases, it is important to
adopt methods that simultaneously test spatial and temporal clustering.

As with all research, one should establish what the research question is prior to
considering what approach to take, what limitations the data impose, and whether
there are other external factors to be taken into consideration. Then specific methods
for the analysis can be selected.

There are two critical aspects — statistical

 

 

 

power and confounding — to
consider when selecting an appropriate method for the task at hand (Wartenberg
and Greenberg, 1993). Statistical power is the ability to detect a real effect. The
reader will become acquainted in the literature with the ability of methods to
identify true clusters (true positives), but also the frequency with which the
methods report clusters falsely (false positives). Comparative evaluations of sta-
tistical power, often by running competing cluster methods against a set of sim-
ulated data with known properties, can provide guidance in the choice and appli-
cation of particular methods. Confounding is the distortion of the apparent effect
of an exposure on risk brought about by the association of the exposure with other
factors that can influence the outcome. In this situation, confounding may be the
erroneous attribution of a disease cluster to the exposure under study, but the
cluster has in fact been caused by a confounding factor associated with the
exposure and independently influences disease outcome. It might be as simple as
a change in background population density or involve known demographic factors
such as age, gender, or ethnicity. Methods that can control for known confounding
effects should be used in the first instance.

Wartenberg and Greenberg (1993) suggest that the scattered scientific literature
on the evaluation of cluster methodology shows little consistency and thus has limited
utility for the public health researcher seeking to distinguish between methods.
Dozens of methods exist in the literature for the detection of spatial clustering over
and above that due to the natural distribution of the population. Only a subset is
regularly used, often due to the complexity of the methods and perhaps a lack of
direction about the relative benefits of each and when it is appropriate to apply which
method, because different methods suit different scenarios. Wartenberg and Green-
berg suggest that users, when confronted with the multitude and complexity of
methods available, often select methods arbitrarily basing choices on software avail-
ability or ease of implementation. Consideration of the statistical power and ability
to adjust for potential confounding effects in differing tests are overlooked.

Wakefield et al. (2000) have devised a useful classification of methods, separated
into four groups which we shall mention briefly:
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1. Traditional methods
2. Distance/adjacency methods
3. Moving windows methods
4. Risk surface estimation methods

The first group — traditional

 

 

 

methods — primarily detects overdispersion in
areally aggregated data. They are global tests and hence do not provide an indication
of location, but detect the presence or absence of clustering over the whole study
region. Examples of such tests are Pearson’s chi-squared statistic and the Potthoff
and Whittinghill’s method.

The second group — distance

 

/

 

adjacency methods — consists of global tests that
assess the spatial dependence in a set of data. Here one considers such techniques
as autocorrelation statistics (among the most common of which are Moran’s I and
Geary’s c), Whittemore’s method, Tango’s method, and K-functions.

The third group — moving

 

 

 

windows — has been developed since the mid-1980s
and has been designed to assess whether the number of cases within a window
exceeds that expected by chance. A window can be defined in a number of ways,
such as a circle of a particular radius or a 3-

 

¥

 

-3 grid in which observations are
assessed. The window moves systematically throughout the study region. These are
local tests with the ability to detect spatial locations of excess. Here Wakefield et
al. consider Openshaw’s method, Besag and Newell’s method, scan statistics, and
Cuzick and Edwards’s method. Scan methods are particularly recommended where
there are sparse data (Wartenberg and Greenberg, 1993).

The fourth group concerns risk

 

 

 

surface

 

 

 

estimation. Here such methods include
kernel estimation, generalized additive models, and geostatistical methods. In
these relatively recently developed techniques, the emphasis is less on hypothesis
testing and more on estimation of the underlying residual risk surface. These
methods can potentially offer more insight into the nature of the clusters since
they produce continuous surfaces of risk across the whole study region and not
just the statistically identified clusters. The downside of risk surfaces is a less
well-developed statistical understanding and often the necessity for the use of
specialized software. They do also tend to be computationally expensive and more
difficult to implement.

For further details on the methods discussed in these four groups, we refer
the reader to Bailey and Gatrell (1995) and Fotheringham et al

 

.

 

 (2000). For
further discussion of the relative merits of the alternative clustering methods,
see Alexander and Boyle (1996), Alexander and Cuzick (1992), Elliott et al.
(2000), Kulldorff (1998), Lawson and Kulldorff (1999), and Wakefield and Elliott
(1999).

Spatial statisticians often perform analyses within specialist statistical software
such as S-Plus or using homegrown code, rather than within GIS. This undoubtedly
is because proprietary GIS lacks real statistical modeling sophistication, despite
some advances recently such as the ArcGIS

 

®

 

 Geostatistical Analyst. Other products
such as CDC’s Epi Info™ 2002 (including its allied mapping product, Epi Map)
have little to no cluster detection functionality.

 

TF1643_book.fm  Page 55  Wednesday, April 28, 2004  1:18 PM



 

56

 

GIS in Public Health Practice

 

4.4 SOME ACCESSIBLE METHODS

 

A daunting number of methods exist from which investigators need to select a
method suitable for their specific circumstances. In this section, we concentrate on
three of the most common local cluster methods accessible to GIS users, because
intuitively we feel pinpointing the location of clusters is of greater utility in this
context than global tests that merely detect the presence or absence of clustering in
the study region. We also look for methods that are methodologically sound and can
control for covariates.

 

4.4.1 O

 

PENSHAW

 

’

 

S

 

 M

 

ETHOD

 

Within the GIS community, probably the best known is Openshaw’s Geographical
Analysis Machine (GAM) (Openshaw et al., 1987). GAM is freely available on the
Internet together with a comprehensive user guide. GAM is an exploratory cluster
detection approach, which works by examining a large number of overlapping circles
at a variety of scales and assesses the statistical probability of the number of events
occurring by chance. Where the number of observations is statistically significant,
a circle is plotted, which results in a visual impression of where clusters might occur.
A more recent generation — GAM/K — makes use of kernel estimation to display
the results of the iterative process. Openshaw et al.

 

 

 

(1999) compared the performance
of several exploratory geographical methods to identify patterns spatially and tem-
porally. The aforementioned GAM/K worked well with spatially distributed data
and the GAM/K-T (GAM/K plus time) method correctly identified temporal clus-
tering. However, Openshaw’s method has been heavily criticized in the literature,
largely due not only to the multiple testing problems where there were a large number
of tests, but also due to the dependency of the test. The original version was also
heavily computer intensive.

 

4.4.2 K

 

ULLDORFF

 

’

 

S

 

 S

 

PATIAL

 

 S

 

CAN

 

 S

 

TATISTIC

 

A method gaining increasing attention is Kulldorff’s Spatial Scan Statistic (SaTScan)
(Kulldorff, 2002). SaTScan™ software is freely available over the Internet, but is
installed locally on a user’s PC. The spatial scan statistic has been used to test for
disease clustering in a number of recent studies, including:

• A focused test investigating potential clusters of soft-tissue sarcoma and
non-Hodgkin’s lymphoma around a solid waste incinerator in France (Viel
et al., 2000)

• Childhood leukemia in Sweden (Hjalmars et al., 1996)
• Breast cancer in the United States (Kulldorff et al., 1997)
• Amyotrophic lateral sclerosis (ALS) birthplace clustering in Finland

(Sabel et al., 2003)

The scan statistic is a spatial, temporal, or spatiotemporal, local cluster detection
method for aggregated data. It can be applied to both focused and nonfocused
investigations and, importantly, adjusted for confounders, including adjusting for a
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heterogeneous background population density. The method imposes a circular scan-
ning window on the map and lets the center of the circle move over the study area
so that at each position the window includes different sets of neighboring adminis-
trative areas. For each circle centroid, the radius varies continuously from zero to a
user-defined maximum. Although the choice of maximum cluster circle size is
somewhat arbitrary, and there are no clear guidelines for its choice, it is important
to make the choice of maximum cluster size 

 

a priori

 

 to avoid the problems of
multiple hypothesis testing. The test statistic adopted is the likelihood ratio, which
is maximized over all the windows to identify the most likely disease clusters. A
criticism of the test is that it has good power to report clusters in approximate circular
forms, but poor power to detect linear clusters that perhaps follow rivers or overhead
power lines. If one does not know, 

 

a priori,

 

 what shape a cluster might form, the
test will impose a circular one regardless. Kulldorff argues, however, that it is not
the exact borders of the cluster that one is most interested in, but rather the general
area and centroid. Unlike some other techniques such as Openshaw’s GAM, the test
statistic does take into account the problem of multiple hypothesis testing and reports
the significance of each reported cluster.

Sabel et al. (2003) used the scan statistic to analyze the impact of residential
migration between places of birth and death for the rare neurological disease ALS
in Finland for deaths between 1985 and 1995. In Figure 4.1, we present an adapted
figure from this paper using a maximum cluster size of 20 percent of the total
population. Background population-at-risk data was taken from the population cen-
sus in 1990 for each municipality. Both significant and nonsignificant clusters are
highlighted, reflecting the full output from SaTScan. The figure shows significant
and widespread clustering at time of death in two areas of the south and southeast
of the country, indicating areas to investigate further.

From Table 4.1, where all nine clusters are detailed, one can see that the first
two clusters have a 

 

p

 

 value of less than 0.05, which might be interpreted as being
significant. Cluster 1 and Cluster 2 each comprise more than 100 cases and have
relative risk (RR) estimates of 1.79 and 1.32, respectively. Cluster 3 through Cluster
9 all have higher RRs, but note the small numbers of cases involved; hence, the lack
of significance of these areas.

 

4.4.3 K

 

ERNEL

 

 E

 

STIMATES

 

A solution of how to estimate spatial variation in relative risk was first proposed in
an epidemiological setting by Bithell (1990). He proposed adopting probability
density estimation techniques of which kernel estimation is the most commonly used
and most well understood statistically. Bithell’s ideas have been developed by Kelsall
and Diggle (1995) and Sabel (1999). Sabel et al. (2000) extended them to deal with
the temporal component on the third dimension by weighting each location by a
value representing the length of residence at that location. Sabel et al.

 

 

 

(2000) also
investigated space–time interaction by creating separate density estimates of tem-
poral slices of the data, which were then sequenced together in an animation or
movie, to enable the authors to obtain a greater understanding of the time lag of the
etiology of the disease.
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Kernel estimation is a statistical technique whereby, in epidemiological appli-
cations, a distribution of discrete points or events representing incidence of disease
is transformed into a continuous surface of disease risk. Essentially, a moving three-
dimensional function (the kernel) of a given radius or bandwidth visits each of the

 

FIGURE 4.1

 

SaTScan identified clusters. ALS death place clusters in Finland, 1985 to 1990.
(Axes labels are in meters.)
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points or events in turn and weights the area surrounding the point proportionately
to its distance to the event. The sum of these individual kernels is then calculated
for the study region and a smoothed surface is produced. Varying the bandwidth
determines the degree of smoothing achieved. By taking a ratio of the kernel esti-
mates of case intensity and underlying population, one can produce a map of relative
risk, which can be tested statistically using Monte Carlo simulation techniques. Both
of ESRI’s ArcGIS and ArcView

 

®

 

 GIS products include the functionality to calculate
kernel estimates.

In Figure 4.2, we demonstrate output from a kernel estimate, using similar data
to that shown in Figure 4.1. Here we have adapted output from Sabel et al. (2000)
to again show ALS data from Finland. In this analysis, the authors took the place
of residence in 1985 of ALS cases to create a relative risk estimate using kernel
estimation. Population at risk was estimated by adopting a case control methodology,
which has the added advantage of enabling controlling for age, gender and other
covariates. A large 60-kilometer bandwidth was chosen to reveal broad trends.
Significance of the surface was obtained by running Monte Carlo simulations to
produce the 95 percent confidence intervals shown in the figure. Concentrating on
the significant highs, a cluster in southeast Finland again manifests itself together
with some other smaller areas in low-density locations. Note instances of the small
number problem occurring in the north of Finland, where the applied techniques
break down when spurious significant lows are shown.

Figure 4.1 and Figure 4.2 are not directly comparable. Apart from different
cluster methods adopted, one uses aggregated-level data, while the other uses indi-
vidual level data. Population at risk is also estimated differently between the two
figures. These observations notwithstanding, the presence of the southeast cluster in
both analyses suggests areas worthy of follow-up for this disease with unknown
etiology.

 

TABLE 4.1
ALS Death Place Clusters in Finland (1985 to 1995) Using the Spatial Scan 
Statistic

 

Cluster
Approximate 

Location Cases Exp

Relative 
Risk 

Estimate 
(RR)

Log 
Likelihood 
Ratio (LLR)

 

p

 

 value

 

1 3598250 6893290 120 66.99 1.791 18.49 0.00001
2 3403860 6807980 229 174.13 1.315 9.73 0.013
3 3273130 6769600 10 2.63 3.797 6.00 0.368
4 3301020 6940090 5 0.82 6.105 4.87 0.716
5 3523310 7186900 16 7.59 2.109 3.56 0.983
6 3275130 6670440 2 0.17 11.716 3.09 0.998
7 3405190 6694410 8 2.93 2.731 2.98 0.999
8 3232900 6802670 7 2.51 2.794 2.71 1.000
9 3385530 7046240 2 0.22 8.992 2.62 1.000
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4.5 CONSIDERATIONS AND LIMITATIONS

 

As important as the choice of the cluster detection test in any analysis are issues
concerning data, the scale of analysis, correction for confounders and the underlying
background population. It is tempting to conclude that the study of disease clustering
involves so many assumptions and caveats that such studies should perhaps be
avoided. Indeed, Rothman (1990) has even gone as far as to suggest that searching
for individual clusters or indeed overall clustering is of little scientific value due to
the (in)accuracy of the methods and the (poor) quality of data.

 

FIGURE 4.2

 

Relative risk surfaces derived using kernel estimation: ALS case residences,
Finland, 1985. (Axes labels are in meters.)
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4.5.1 M

 

APPING

 

 

 

AND

 

 GIS

 

Recall that the themes running throughout this volume are the possibilities and
limitations of the use of GIS in public health. GIS has developed; it is no longer
driven from the command line. Instead, it uses Microsoft

 

®

 

 Windows

 

®

 

-based user
interfaces, which are more intuitive. Although making the discipline less daunting
for newcomers, this development risks uncritical and uninformed use of techniques
that are now no more than a few clicks away. Here we might be concerned with,
and warn against, the problems of naïve disease mapping, such as ignoring basic
cartographic principles or, in the case of cluster investigations, adopting methods
not suitable for the data being examined.

GIS is very good at exploratory visualization, but confirmatory (analytical)
modeling has not developed as fast, which is often why specialized statistical pack-
ages are brought in. Ideally, data might be visualized in GIS prior to analysis within
specialist cluster-detection software or routines. GIS analysis needs to develop well
beyond throwing a few concentric circles or buffers around a site under investigation
(Gatrell, 1999), but, dangerously for the newcomer, these are the most accessible
tools available.

 

4.5.2 D

 

ATA

 

 Q

 

UALITY

 

In studies investigating disease clustering, the quality of incidence data is paramount.
Often data collection anomalies, on closer inspection, have been the cause of many
clusters. Data might be inaccurate geographically or temporally, biased or missing.
In instances where just one or two more cases can alter the result of the statistical
test, it goes without saying that capturing all cases is highly desirable, if not a
prerequisite. The use of accurate registers of disease or national death certificate
registers can greatly help, but again, the quality of registers does differ. In small
isolated studies, often triggered by concerns by the public, it is particularly vital to
ensure that complete case ascertainment has been achieved.

Although a concern is minimizing false negatives, minimizing false positives
through diagnostic inaccuracies is also an issue. This differential diagnosis is not
easily handled without closely inspecting the data and perhaps even returning to the
case notes of the patients. When studies involve thousands of cases, perhaps diag-
nosed by hundreds of doctors, this is naturally not practical and it should be noted
that for some diseases, diagnosis is not clear-cut. As important as case ascertainment
is accurate estimation of the underlying population at risk against which cases are
compared. This is a nontrivial problem and is considered in greater depth later in
this section.

Once cases have been identified, geocoding or address matching becomes an
issue. Here an attempt is made to match as accurately as possible the given address
to geographical space, whether latitude and longitude, census areas, or postal or zip
codes. Inevitably, errors can be introduced at this stage and some cases will remain
unmatched and therefore lost to the analysis.

Balancing the desire to improve healthcare through historical analysis of health
events with the individual’s right to privacy poses a severe limitation on the types
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of spatial analysis one can achieve. This fear of violating medical confidentiality
often results in individual level data not being released to researchers. In this case,
out of necessity, aggregated methods must be used.

 

4.5.3 G

 

EOGRAPHY

 

Studies of disease clustering are often criticized due to the way in which boundaries
of space and time have been chosen. Methodologies should be adopted that are “as
released as possible from preclusions in the shape of artificial spatial and temporal
units and population aggregates” (Schærström, 1996). To avoid the problems of
“boundary shrinkage” (Openshaw, 1984), geographic scope should be defined at the
outset. Otherwise, there is the temptation to fit the study region to the desired result
because the tighter the boundaries chosen around the cluster, the higher the risk will
be relative to the population at risk.

When considering count or aggregated data, investigators should be aware of
the Modifiable Areal Unit Problem (MAUP) (Openshaw, 1984). One component of
MAUP is where a possibly false interpretation is made from analyses purely because
of arbitrary aggregations of the data. This arises because data is often collected and
aggregated for convenience by local administrative, postcodes or zip codes, or health
areas, borders that diseases are reluctant to respect. A second issue concerns the
scale of aggregation. At one level of aggregation (e.g., postcode sectors of 1000
population), no significant result may be observed, whereas if the data were reaggre-
gated (e.g., to postcode districts of 5000 people), an effect may be observed. The
data remains the same, all that changes is the scale of analysis.

Analyzing data at the individual level using point data with no spatial aggregation
has obvious advantages in attempting to overcome some of these traditional concerns
of MAUP. However, there remain scale issues, such as the degree of smoothing to
adopt in point methods such as kernel estimation.

 

4.5.4 R

 

ESIDENTIAL

 

 M

 

IGRATION

 

Many studies examining associations between geographical patterns of disease and
causal factors assume that current residence in an area can be equated with exposure
to conditions that currently (and historically) pertain there (Bentham, 1998). This is
important, since epidemiologists and geographers often adopt the place of residence
at the time of diagnosis or death as the location for further analysis of the disease in
question. Yet, people move and hence previous exposure to causative agents will not
be included in the study. The problems will be greater for diseases such as many
cancers that have a long lag or latency period, which allows plenty of time for mobility
of the population. By adopting only the current residential address, not only will an
individual’s migration history be neglected, but also the daily activity spaces of the
patient will be ignored, where perhaps occupational exposure might be crucial.

 

4.5.5 S

 

TATISTICAL

 

 I

 

SSUES

 

In addition to method-specific statistical issues, there remain some generic statistical
considerations relevant to all geographical investigations.
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A common issue arising in cluster detection is the problem of multiple hypothesis
testing. Here, if any chosen method repeatedly tests multiple hypotheses with the
same data in the same geographical area, there is a high probability that at least
some of the tests will be spuriously significant. For example, if one performed 1000
tests, while adopting a significance level of 0.01, then a false-positive result might
be expected to occur ten times. Clearly, this raises the possibility of accepting a
falsely positive cluster.

In studies of rare diseases in sparsely populated areas or simply where there are
few cases, the small number problem may arise (Kennedy, 1989). This is where a
difference of perhaps just one or two cases can make a huge difference to rates. In
these cases, cluster methods rarely have enough data with which to generate sufficient
power to test specific hypotheses, although some, such as the scanning window type,
are better at dealing with sparse data.

Within the medical profession, there is a heavy reliance on formal significance
testing. We would like to challenge the statistical fallacy whereby a lack of formal
significance is equated with a lack of effect. Ritual testing of hypotheses is often
performed without adequate consideration over whether or not this is appropriate
(Nester, 1996), which has led to a preoccupation with or blindness toward 

 

p

 

-values.
Scientific method or the biomedical tradition appears to dictate that hypothesis
testing is integral to good science; however, is the positivist model of significance
testing valid in all disease clustering investigations? In studies with large sample
sizes, statistical significance is relatively easy to attain due to its dependence on
sample size, making the acceptance of the hypothesis relatively meaningless.
Whereas when we have small number problems, say, with three isolated cases of a
rare disease in a rural area, significance might well be impossible to achieve. To the
concerned local resident, does the “significant” cluster appear any more important
than an “insignificant” one that happens to occur in the workplace? It is suggested
that estimation of relative risk to examine the strength of the relationship might be
a way to proceed.

It is also well worth repeating the mantra that statistically significant findings
do not equate with the establishment of causal relationships in cluster detection
studies. Most clustering work is essentially exploratory spatial data analysis,
where specific causal hypotheses are not even tested. Causal mechanisms can
only be established with follow-up studies, perhaps triggered by the initial cluster
investigation.

 

4.5.6 C

 

ONFOUNDING

 

Confounding is the single most important problem affecting cluster studies (Warten-
berg and Greenberg, 1993). Any spatial or temporal variation of confounders (also
known as covariates), such as demographics (e.g., gender, age, ethnicity), lifestyle
characteristics (e.g., diet, smoking behavior or physical activity), or simply popula-
tion density (considered separately later), can mask or exacerbate real disease pat-
terns. To illustrate this concept, consider the idea that people of similar ethnic origin
have traditionally tended to live close together, although this is less the case now
with increased population migration. Because we know that some diseases are
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inherited, one would expect to observe spatial clusters of genetic diseases. Thus,
studies investigating excess clusters in these diseases would have to examine evi-
dence for clustering over and above that exhibited in the background (ethnically
skewed) population, after adjusting for the genetic confounding effect.

Ideally, methods such as Kulldorff’s SaTScan should be adopted to adjust for
confounding. If a case control-study design is adopted, however, known and
unknown confounders could potentially be accounted for at the risk of adjusting for
a real-but-unknown etiological effect.

 

4.5.7 C

 

ORRECTING

 

 

 

FOR

 

 P

 

OPULATION

 

 D

 

ENSITY

 

A special case of confounding concerns the underlying or background population
at risk. Correcting for spatial variations in the population at risk is an integral part
of spatial epidemiological research, simply because any observed patterning of health
events needs to be tempered by the underlying population distribution due to the
heterogeneously distributed pattern of population settlement where most individuals
congregate together in cities.

The suitable selection of an appropriate correction method is a nontrivial research
problem. One often applied method in point-pattern analysis is to define a suitable
set of controls from the at-risk population. By comparing the spatial arrangement
of the observed cases with that of the controls, a relative risk estimate can be
produced that has adjusted for the underlying inhomogeneity. Defining the control
set as an accurate sample or representation of the whole underlying population
distribution then becomes an issue, because inaccuracies introduced here might
reveal false results in the analysis.

A fundamentally different method makes use of cartograms (or density equalized
map projections) (Koch and Denike, 2001; Schulman et al., 1988) to correct for the
heterogeneity in the background population data. Here, if one were to transform the
disease data by the geography of the underlying population density or some measure
of the population at risk, one would produce a distorted space map with the disease
events still in their relative positions.

With aggregated count data, adjustment for variations in the underlying popu-
lation density is normally achieved using figures obtained from a population census.
In the United Kingdom and United States, the census occurs every ten years and
thus may not reflect population changes and migrations between censuses. Censuses
are subject to underenumeration, which, if left uncorrected, result in elevated disease
risk estimates, particularly among those most difficult to enumerate and most sus-
ceptible to disease: the homeless, the most deprived, the young, and the elderly.

 

4.6 CHALLENGES

 

This review aimed to highlight major issues regarding cluster detection. It has
demonstrated that the discipline remains of great importance in public health studies,
with both active surveillance and 

 

post hoc

 

 confirmatory modeling being useful modes
of investigation. However, there remain some significant outstanding methodological
and technical challenges if the fields of cluster detection and GIS are to develop
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their relationship beyond anything other than a loose coupling. Here we present our
wish list, extending Gatrell (1999) while concentrating on cluster detection.

One key advantage GIS has over bespoke cluster detection software is its ability
to integrate complex (environmental) datasets with health data. Where GIS falls
down currently is in its ability to assimilate cutting-edge cluster detection models
within its framework. Is there merit in attempting to integrate these cluster models
within the accepted GIS user interfaces to bring sound methodology to a wider
audience?

We have already discussed the validity of the current residential address as an
adequate geographical marker for disease exposure. Many, perhaps most, of us spend
much time at work or at school and may be as exposed to potential environmental
contamination there as at home. The occupational setting may be at least as important
as the residential. Historical exposures may be more relevant in diseases with long
latency periods. We also need to conduct research that looks at the practicality and
the relative merits of collecting and using data on space–time activity on a daily
scale. Related to this, we must do much more research that builds knowledge of
migration paths into our analyses. We remain convinced that GIS has a role to play
here, a view that is endorsed conceptually by Löytönen (1998) and Schærström
(1996) and demonstrated technically and empirically by Sabel et al. (2000).

Further work is also needed on the coupling of physical models to GIS, whether
concerned with air or water contamination. The key to successful environmental
epidemiology is access to good data on the exposure of interest. Too often, such
environmental information is only available at a crude geographical scale, which
leads to some rather optimistic attempts to link exposure to health outcomes. Remem-
ber that disease incidence or exposures may not follow a simple circular pattern (as
assumed by many cluster detection methods), but rather may follow air dispersion
plumes, drainage basins, or ethnic population boundaries. At the very least, we need
as far as possible to collect data on potential confounders; much of this essential
information is missing from routine, geocoded databases and is only available via
large-scale surveys. It is, however, essential if we are to exploit GIS in an epidemi-
ological context.

We need to be much more sensitive to issues of error and scale and resolution
problems. This also ties in with questions of exposure assessment. What error bars
are attached to our locational and attribute data, whether the data are environmental
or social? At what scale should we conduct our investigations? Are our data available
at a suitably fine

 

 

 

level of resolution? For example, if we are attempting to investigate
the link between radon and lung cancer or electromagnetic fields and childhood
leukemia, surely we can only make real progress if data are collected for individuals
and properties that have locational coordinates at a resolution of less than ten meters.

Finally, we need to challenge the implicit assumption of cluster studies that
single exposures lead to single outcomes. Should we not, as Wartenberg and Green-
berg (1993) suggest, consider more realistic situations where single exposures can
result in multiple outcomes and in which diseases are considered multifactorial, and
thereby adapt our models and conceptual thinking accordingly?
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5.1 INTRODUCTION

 

This chapter examines how GIS may be used to help in some spatial-dimension
aspects of current communicable disease-control problems. Hardware, software,
data, and statistical problems are not addressed in detail.

The question might arise, whether it is appropriate to discuss the use of GIS for
communicable disease control separately. There are, however, some features unique
to communicable diseases (Figure 5.1) (Giesecke, 2001). One of the major objectives
of this chapter is to demonstrate that these aspects provide good reasons for the
application of GIS in the control of communicable diseases.
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5.2 THE STARTING PART: COMMUNICABLE DISEASE 
MAPPING

 

Disease mapping has most probably begun with the mapping of communicable
diseases, reflecting the importance of this group of diseases in ancient times. The
oldest examples known are a world map of diseases drawn up by Finke in 1792
(Barrett, 2000) and a mapping of yellow fever occurrences in the harbor of New
York drawn up in 1798 (Stevenson, 1965). In connection with the mapping of the
London cholera outbreak in 1854 (Snow, 1855), John Snow has been accredited
with the introduction of the map-supported spatiotemporal analysis into inductive
infectious disease cause research.

The number of communicable disease maps rapidly increased in the course of
the nineteenth century, but they were an incidental supplement rather than an essen-
tial part of epidemiological reports. This also applies to the medical topographies,
a health description of the population, which started to appear after Johann Peter
Frank (1779) had pointed out their importance. The first geographer who devoted
his attention to communicable disease mapping was August Petermann (Diesfeld,
1995). When he recorded the cholera epidemics in the British Isles for the years
between 1831 and 1833 (Petermann, 1852), the map was his fundamental tool and
was of remarkable quality. In the twentieth century, numerous comprehensive com-
municable disease atlases were published, including the 

 

World Atlas of Infectious
Diseases

 

 (Rodenwaldt and Jusatz, 1952–1961) and the 

 

London International Atlas
of AIDS

 

 (Smallman-Raynor et al., 1992).
In the past two decades, communicable disease mapping was part of a carto-

graphic revolution that was only possible due to the development of computer
cartography. The new cartography is digital, dynamic, and networked, and it can be

 

FIGURE 5.1

 

Some special features of communicable diseases (after Giesecke, J., 2001,

 

Modern Infectious Disease Epidemiology,

 

 London: Arnold).

1 A case may be a risk factor.
2 People may be immune.
3 A case may be a source without
   being recognized as a case.
4 There is sometimes a need for
   urgency.
5 Preventive measures (usually)

have a good scientific basis.

1 3

3

4

2

5
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realized by users themselves (Schweikart, 1999). The automated generation of maps
resulting from technical advancements by no means makes use of the full range of
possibilities offered by GIS (O’Dwyer, 1998), but today it is the most widespread
GIS application in the healthcare research sector (Scholten and de Lepper, 1991).
GIS is most frequently used to display and investigate disease distributions by
different mapping techniques: dot maps, diagram maps, choropleth maps, probability
maps and flow maps. Advanced mapping applications allow for near-to-real-time
imaging of epidemic waves and may support public health management during
outbreaks and emergencies.

 

5.3 THE SPATIAL DIMENSION OF THE OCCURRENCE 
OF COMMUNICABLE DISEASE

 

Space is, in addition to person and time, the third important factor in the field of
communicable disease epidemiology and control. For Robert Koch, mapping the
water supply and sewage situation was an important and natural instrument in order
to uncover the causes of the huge typhoid fever pandemic in the Ruhr area in 1901
(Figure 5.2).

Every link of an infection chain, from the occurrence of the microbial agent via
existence and extension of reservoirs and sources, if need be the occurrence of
vectors and hosts, to human cases within populations with specific conditions of

 

FIGURE 5.2

 

Robert Koch’s hand-drawn map displaying sanitary conditions in relation to a
huge outbreak of typhoid fever in the German Ruhrgebiet, 1901.
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social interaction (contact patterns), susceptibility or immunity, has its own spatial
dimension. It is necessary to compile all these different spatial dimensions to under-
stand fully the occurrence, emergence, and disappearance of communicable diseases.

In the twentieth century, a number of factors have contributed to the fact that
the spatial dimension of communicable disease received decreasing attention. The
decreased importance of infectious diseases for overall mortality as a consequence
of improvements in hygiene and new therapeutic options (antibiotics), a focus on
the microbiological-etiologic concept of communicable diseases, and emphasis on
the individual-oriented medical approach have in particular encouraged this perspec-
tive. However, the widespread idea that communicable diseases in principle could
be overcome has had to be revised in the last few years; in addition, in the future
infectious diseases will keep their high epidemiological importance worldwide, as
demonstrated by the severe acute respiratory syndrome (SARS) outbreak in 2003.
Only a few can be eradicated and most can only be kept under control if the most
favorable conditions for disease control exist. According to the World Health Orga-
nization (WHO), approximately one third of all deaths registered worldwide were
due to communicable diseases in 1997. In developed countries, communicable
diseases have not lost their epidemiological status as regards morbidity and they
constitute a considerable economic burden.

The Institute of Medicine of the National Academy of Sciences pointed out the
threat from emerging infectious diseases and emerging pathogens in 1992 and
demanded appropriate measures. The factors that justify a new evaluation of com-
municable diseases are multidimensional (Haggett, 1994; Olshansky et al., 1997).
On the one hand, the pathogens themselves or new findings about them can be
responsible for a reassessment of infection risks. The five categories listed in Table
5.1 have been suggested by Kistemann and Exner (2000) to be distinguished. On
the other hand, environmental changes including physical, social, and psychological
aspects, mainly induced by human activities, can favor the spread of pathogens to
a considerable extent. Based on the opinion that these factors have their own addi-
tional importance for the epidemiology of communicable diseases, they have been

 

TABLE 5.1
Types of Newly Emerging Pathogens

 

Type Characterization Example (microorganism/disease)

 

A Newly discovered pathogens

 

Borrelia burgdorferi

 

/Lyme disease 
(1982)

B Newly discovered mutants of pathogens

 

Vibrio cholerae

 

 0 139/cholera (1992)
C Discovery of new human pathogenic aspects of a 

well-known microorganism

 

Campylobacter

 

 sp./gastroenteritis 
(1977)

D Discovery of the pathogen of an infectious disease 
which has been known for some time

Hepatitis C virus/hepatitis non-A, 
non-B (1989)

E Discovery of the association of a microorganism to 
a well-known malignant or chronic-degenerative 
disease

 

Helicobacter pylori

 

/stomach ulcers 
(1983)
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named B-factors, in contrast to microbial agents (A-factors) (Rimpau, 1934). Facing
the end of the antibiotic era, however, the underlying ecological concept of com-
municable disease etiology is experiencing a comeback as it is rediscovered by the
medical world. In our context, it is of utmost importance that, just as the links of
an infection chain do, most of these B-factors show clear spatial differentiation and
spatial interaction. Several categories, each comprising different ecological B-fac-
tors, have been distinguished (Figure 5.3) (Haggett, 1994; Kistemann and Exner,
2000; Olshansky et al., 1997).

Regarding sociodemography, general population growth, changes in the age
structure of populations, mobility, mass migrations, and unplanned urbanization are
of distinct importance for the spread of many infectious diseases. Political and
economic crises, armed conflicts, under- and unemployment, material deprivation
and poor residential conditions can be summarized as socioeconomic conditions.

Today, there is no doubt that large-scale environmental changes such as global
climate change, stratospheric ozone depletion, changes in land-use patterns, soil
degradation, and hydraulic engineering severely affect the resurgence of communi-
cable diseases. Water has its own implications, in that access to clean drinking and
recreational water, closely related to the quality of water supply structures, the
availability of freshwater, and the protection of water resources strongly influence
patterns of infectious diseases.

 

FIGURE 5.3

 

Different ecological factors (B-factors) affecting the space time patterns of
the appearance of communicable diseases. Their spatial features can easily be fitted together
using GIS.
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Food is another environmental factor that has been subject to dramatic changes
during the last few decades, in terms of industrialized production, global distribution,
use of antibiotics in animal production, and new processing and consumption habits.

Worldwide, people spend more and more time in technically altered environ-
ments. Air conditioning, warm water systems, cooling towers, and recreational parks
are examples of water-related techniques with potential impacts on human health
and well-being. In particular, healthcare settings are specific environments with an
extraordinary high risk. Increasing intensity and invasiveness of medical interven-
tions, resistance to antibiotics, and immunosuppressive therapy contribute to these
significant infection risks.

Finally, public health activities such as prevention, surveillance, and control
programs, being part of the population’s social environment, affect the occurrence
of communicable disease.

Many of these environmental factors interact with human behavior, which itself,
although individual-based, shows spatial patterns of practices and habits as they are
society induced, e.g., traveling patterns, vaccination, sexual behavior, drug abuse,
nutrition, and leisure activities.

The discussion about emerging infectious diseases has shown that understanding
spatial relations is an important condition for successful prevention, control, and
surveillance of communicable disease.

Many factors that influence the occurrence of communicable diseases are deter-
mined by their spatial dimensions. GIS provides a broad range of tools to integrate,
store, handle, complete, analyze, and display the spatial dimension of these factors
and their correlation to the space–time patterns of communicable diseases (Table 5.2).

 

5.4 USING GIS FOR THE PREVENTION, SURVEILLANCE, 
AND CONTROL OF COMMUNICABLE DISEASES

 

There is an incipient change in healthcare strategy from therapeutic medicine, which
was very much oriented toward antibiotics, to public health instruments that have
been more or less neglected for a long time: prevention, surveillance, and control
of communicable diseases.

 

5.4.1 GIS 

 

AND

 

 C

 

OMMUNICABLE

 

 D

 

ISEASE

 

 P

 

REVENTION

 

Prevention comprises all measures and strategies of health protection and promotion,
which ensure that communicable diseases do not occur. This includes a health
protecting legal framework, quality assurance of water for human consumption, food
hygiene, hospital hygiene, vaccinations, vector abatement, and health promotion.
The success of preventive measures depends on identifying the existence and location
of a population at risk, spatially allocating preventive actions, and ensuring acces-
sibility to these preventive measures for those at risk.

For example, for the Hlabisa health district, Republic of South Africa, an inves-
tigation using GIS demonstrated that there exists a substantial spatial heterogeneity
of HIV prevalence among pregnant women and that this heterogeneity closely
correlates with the distance of the women’s homestead to primary and secondary
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roads. This result clearly pointed to the importance of social contacts with road-
related populations for women’s HIV incidence. It was seen as a starting point for
the development of more precise prevention strategies to reduce the spread of HIV
infection (Tanser et al., 2000).

 

5.4.2 GIS 

 

AND

 

 C

 

OMMUNICABLE

 

 D

 

ISEASE

 

 S

 

URVEILLANCE

 

Surveillance is the continuous and systematic collection, analysis, and interpretation
of data on infectious diseases. This is essential for planning, implementing, and
evaluating intervention measures and programs for the prevention, identification,
and control of infections. It is probably the most popular current application of GIS
in the field of communicable disease control, as it covers spatial aspects of infection
chains and environmental conditions and changes.

Since the beginning of the 1990s, the Centers for Disease Control and Prevention
(CDC) have carried out several GIS-based analyses covering the occurrence of
infectious diseases due to environmental factors (Croner et al., 2000). Vector-borne
diseases have been the predominant field for GIS application, because the complex
interactions between environmental factors and pathogens, vectors (e.g., mosquitoes,
ticks), the various host animals and pathogen reservoirs can be recorded in a single
system (Mott et al., 1995) and numerous ecological data influencing the appearance
of vectors can be included. Recent examples cover, for instance, the surveillance of
the following:

• Malaria (Indaratna et al., 1998; Kitron et al., 1994; Martin et al., 2002;
Sharma and Srivastava, 1997; Srivastava et al., 1999; Yang et al., 2002)

• Tick-borne diseases (Cortinas et al., 2002; Frank et al., 2002; Glass et al.,
1995; Rizzoli et al., 2002)

• Helminth diseases (Abdel-Rahman et al., 2001; Bavia et al., 2001; Brooker
and Michael, 2000; Brooker et al., 2000; Kloos et al., 1998; Malone et
al., 1992, 2001; Maszle et al., 1998)

For Russia, a national register of historic and contemporary anthrax foci has
been assembled to develop contingency plans for different risk locations, a differ-
entiated strategy of vaccination and other control strategies, and preventive recom-
mendations to reduce the risk in high-risk areas. In-depth GIS-based studies of
particular clusters compare natural geographic features, such as soil type, climate,
etc., with anthrax distributions and aim to identify the factors that are associated
with the anthrax outbreaks in Russia (Cherkasskiy, 1999).

The epidemiology of gonorrhea and other sexually transmitted diseases (STDs)
is characterized by geographically defined hyperendemic areas (cores). GIS has been
used to evaluate the geographic epidemiology of gonorrhea, e.g., on a large military
installation in North Carolina (Zenilman et al., 2002) or in Baltimore. There, census
tract-specific rates were calculated and the top rate quartile was considered as the
core, consisting of 13 geographically contiguous census tracts. As radial distance
from the core increased, incidence rates decreased and the male to female ratio
increased. This GIS-based study was consistent with previous definitions of the core
theory of STDs (Becker et al., 1998).
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A small-area, division-based study using GIS was conducted to investigate the
inner-urban strength of association between tuberculosis (TB) and 12 independent
variables representing contemporary ethnic and economic conditions in Cologne,
Germany. Mapping revealed huge inner-urban differences in TB incidence (Figure
5.4). In the statistical analysis for the under-60 age group, a strong positive associ-
ation was found between TB incidence and percentage of immigrants as well as
variables depicting economic conditions. As for the 60-and-older age group, regres-
sion analysis failed to model the TB incidence patterns sufficiently. An autonomous,
spatially disaggregated TB epidemic of the elderly was assumed echoing the severe
postwar epidemic by reactivation. The study contributed to the understanding of TB
patterns in Germany, which does not fulfill the WHO definition of a low incidence
country yet, and gave cause for inner-urban adjustment of public health TB programs
(Kistemann et al., 2002).

Modern software facilitates the development of complex applications for the World
Wide Web (Web) in the field of GIS and database technology. These new communi-
cation forms can be used for public health purposes as well (Goodchild, 2000).

The novelty of the global networks consists in the fact that space-related data,
including the underlying data, can be generated, networked, used, and distributed
in a decentralized and simultaneous way (Asche, 2001). Within networked environ-
ments, we can distinguish between static, interactive, and dynamic features of geo-
graphic data presentation (Asche, 2001; Kraak, 2001; Schröder, 1998).

The Web can be used to generate complete maps interactively. The client does
not need separate GIS software. By means of a map server, individual maps are
generated and transmitted to the client. Due to these methods, it is possible to generate
topical maps via a Web site without having one’s own resources (Goodchild, 1998).

Quick data access is of direct benefit to research. Addresses can be geocoded
and demographic and socioeconomic data can be downloaded to use them as a basis
for a personal GIS application.

 

FIGURE 5.4

 

TB patterns in the city of Cologne, Germany, 1986–1989 in comparison to
1994–1997. From Kistemann, T., Munzinger, A., and Dangendorf, F., 2002, Spatial patterns
of tuberculosis incidence in Cologne (Germany), 

 

Social Science & Medicine,

 

 55, 7–19. With
permission.
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The online monitoring of the spatial distribution of infectious diseases is of
increasing interest to public health. The Web promotes new strategies for disease
surveillance, e.g., the development of early warning systems (Flahault et al., 2000).
The Web offers good opportunities to secure efficient healthcare on the national and
international level that is accompanied by health policy measures in the field of
prevention.

A rather advanced example comes from France. The French National Institute
of Health and Medical Research (INSERM) has been developing a national telein-
formation system for the electronic monitoring of infectious diseases since 1984
(Flahault et al., 2000; Valleron and Garnerin, 1992). Due to the implementation of
GIS technologies on the Internet and to a user-friendly surface, it is possible for
every user to scan the current epidemiological situation in the French regions and
to display them accordingly. Presently, the spatial distribution of seven communi-
cable diseases can be queried (http://rhone.b3e.jussieu.fr/). FluNet is an advance of
this system and monitors the global situation of influenza (http://www.who.int/
GlobalAtlas/home.asp).

 

5.4.3 GIS 

 

AND
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Control comprises all measures that are necessary to identify an increasing number
of infections with the same pathogen as well as the specific causes. It includes
measures that are directed at the cause and prevent the infection from spreading or
recurring (outbreak management).

In North Carolina, a GIS was used in an outbreak of 

 

Shigella sonnei

 

 infection
in a single community. A database consisting of demographic, temporal, and home
address information was used. Through simultaneous examination of temporal and
spatial distribution of the 59 identified cases, a focus of infection in a single housing
area was identified. Targeted education among residents of the neighborhood was
associated with prompt control of the epidemic (McKee et al., 2000).

Little is currently known about the spatial distribution of parasitic infections
other than malaria, trypanosomiasis, and onchocerciasis (Brooker et al., 2000). The
construction of the Three Gorges Dam in China, however, prompted a spatial inves-
tigation of schistosomiasis, a water-borne parasitic disease, as the dam will increase
marshlands and irrigation in areas currently free of schistosomiasis. The potential
for the spread of schistosomiasis into these new areas is a major concern. Therefore,
a hydrological parasite transport model of water velocity and flow in an irrigation
system was developed to provide a means of estimating travel times of the parasites
from source sites to water contact/exposure sites for humans and the intermediate
vector snail population. It will be part of an overall model of schistosomiasis
transmission in the catchment areas. In this context, GIS was used to manage spatial
data of the drainage network, land use, infection sources, and population centers
(Maszle et al., 1998). It has now become quite common to apply GIS, sometimes
combined with remote sensing to provide ecological data, to schistosomiasis control
programs (Abdel-Rahman et al., 2001; Bavia et al., 2001; Brooker and Michael,
2000; Kloos et al., 1998; Malone et al., 2001).
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Remote sensing has become an important source of ecological data. User-
friendly software for remote sensing and GIS are the ideal tools to collect, organize,
and use this large quantity of space-related information. In the field of epidemiology,
however, this technology has rarely been applied; it is only slowly increasing in use
(Goetz et al., 2000; Wood et al., 2000). The potential of remote sensing, however,
has in principle been recognized and its wider use is estimated to be very promising
(Brooker et al., 2000; Hay, 2000; Hay et al., 2000).

Remote sensing data are increasingly used for disease risk mapping, surveillance
or monitoring, particularly of vector-borne diseases (Beck et al., 2000). Since the
disease vectors have specific requirements regarding climate, vegetation, soil and
other factors, remote sensing can be used to determine their habitat.

As an example, the risk of cholera epidemics in the area of the Ganges delta
has been assessed by use of GIS and remote sensing. 

 

Vibrio cholera

 

 is hosted by
zooplankton, which reacts like phytoplankton. For this reason, it is possible to
correlate cholera incidence and favorable factors for the plankton. This method
requires the evaluation of surface temperature and turbidity of the water as well as
the sea water level. These factors can be checked by means of remote sensing.
Cholera incidence is higher when surface temperature and the seawater level rise
(Colwell et al., 2000; Lobitz et al., 2000).

Outbreak situations need urgent public health control measures including risk
assessment, outbreak management, cause identification, and risk communication.
Much of the relevant information is space related: distribution of cases, patterns of
risk factors, health services, infrastructure, and emergency medical services.

Within a small German municipality, an outbreak of diarrheal disease prompted
parasitological and epidemiological investigations into the question of whether the
cases were related to tap water. Within a retrospective cohort study, 13 asymptomatic
cases of giardiasis were identified. The origin of the domestic tap water was traced
back for each participant in the study via the place of residence. The drinking water
supply structures of the investigation area were recorded in detail. A water supply
structure GIS (WSS-GIS) (Kistemann et al., 2001) has been developed to support
spatial analysis and communication of results (Figure 5.5). The water supply zone
of the residence place turned out to be a significant risk factor for acquiring giardia
infection. GIS helped the understanding of complex drinking water supply structures
and related epidemiological data to this environmental risk factor (Kistemann et al.,
2004, in press).

Hospital environments are high-risk areas, due to immunocompromised hosts,
breached host barriers, intensive contact patterns, and multiresistant strains. The
costs of sufficient control measures are substantial. Therefore, hospital infection
control is an important task. Again, much of the relevant information is space related:
localization of patients, diagnostic and therapeutic activities, hospital infrastructure,
contact patterns, working areas of personnel. GIS could be the ideal tool to organize
and use the data.

Within a hospital salmonellosis outbreak, all case-specific information was trans-
ferred to a Hospital-GIS. To investigate the outbreak, the layers — “placement of
institutions” and “providing logistics” — were used and a specific “salmonella
outbreak layer” was composed, which comprised the database of the cases. The

 

TF1643_book.fm  Page 81  Wednesday, April 28, 2004  1:18 PM



 

82

 

GIS in Public Health Practice

 

cases were georeferenced, referring to their probable place of infection. With the
help of the Hospital-GIS, space-related, continuous updating and interactive man-
agement of all case-specific information was feasible. Epidemiological queries for
every case as well as for single functional units could be done to get current and
precise spatiotemporal information concerning the outbreak. As an output, an epi-
demic map pointed out the widespread character of the outbreak throughout the
clinical area. The “providing logistics” layer was applied to analyze the functional
relations between the identified places of infection. The central kitchen was identified
as the source of infection. The Hospital-GIS helped to confirm and display the
clinicwide extent of the outbreak, to identify several spatially separated sites with
high rates of infection, and to uncover their relevant functional relation. Communi-
cation of the findings was facilitated (Kistemann et al., 2000).

GIS applications within the fields of hospital hygiene and hospital infection
control have not been reported before and are not mentioned as a tool of comput-
erized systems in hospital epidemiology (Freeman, 1998). To use GIS for hospital
hygiene purposes requires time and cost-intensive implementation. All relevant
functional facilities have to be digitized systematically. Organized within a layer
system, this information serves as a base to uncover, analyze, and display spatial,
temporal, and functional interrelationships of patients and personnel, which may
be important for infection routes. Geographic information scientists should not
omit this field when demonstrating the benefits of GIS-supported communicable
disease control.

 

FIGURE 5.5

 

Principles of WSS-GIS as a basic tool for the surveillance and control of
water-related communicable diseases. From Kistemann, T., Munzinger, A., and Dangendorf,
F., 2002, Spatial patterns of tuberculosis incidence in Cologne (Germany), 

 

Social Science
& Medicine,

 

 55, 7–19. With permission.
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5.5 PROBLEMS OF USING GIS FOR COMMUNICABLE 
DISEASE CONTROL

5.5.1 T

 

HE

 

 G
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FFECT

 

As for any disease map, the visual impression of communicable disease maps is
open to the influence of cartographical and statistical issues. Projection, size of
the areal units, number and limits of categories as well as selection of colors
influence the perception of the map by the reader. The results may be affected
considerably (Openshaw, 1984) by the modifiable areal unit problem (MAUP).
The precision of the data depends on type of map and population size: incidence
maps may show rather extreme values in areal units with small populations,
probability maps may reveal the opposite (Smans and Estève, 1992). Considering
these problems, it is critical to draft a hypothesis on the basis of an impressive
map to explain a pattern, the existence of which is quite uncertain (the so-called
“gee whiz” effect; Jaquez, 1998). GIS can contribute to overcoming some of
these problems, since they permit a more flexible and problem-oriented analysis
of the areal units when generating choropleth maps (Dunn, 1992). On the other
hand, there is a risk that the easy and quick production of numerous maps may
promote the distribution of incorrect conclusions if the underlying theory and
methodological restrictions are not sufficiently considered (Briggs and Elliott,
1995).

 

5.5.2 E

 

COLOGICAL

 

 F

 

ALLACY

 

Ecological studies are based on the principle of the spatial linkage of health data
and risk factors. The current place of residence is frequently taken as point of
reference. The exposure of a population to a risk factor is assessed by means of
some risk factor level at the place of residence. For communicable diseases, these
risk factors include the A- and B-factors mentioned previously. In many cases, this
procedure proves to be more reliable than the collection of individual exposure data
(English, 1992; Morgenstern, 1998). It implies the differentiated mapping of envi-
ronmental risk factors in terms of the area to be covered, a task for which GIS is
highly suitable. It is obvious that GIS has contributed to the spread of ecological
studies.

However, since ecological studies are not based on individual but on aggre-
gated disease and exposure data, the results achieved may be subject to the so-
called ecological fallacy, which can only be excluded by a subsequent epidemi-
ological study at the individual level (Morgenstern, 1998; Robinson, 1950; Selvin,
1958). Several techniques are available to reduce the risk of ecological confound-
ing. Important methods are stratifying with regard to time lags due to latent
periods, and statistical adjustment for potential confounders. Furthermore, as
much data as possible should be sampled at the individual level to avoid the
ecological fallacy.
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5.5.3 L

 

ACK

 

 

 

OF

 

 S

 

PATIAL

 

 S

 

TATISTICAL

 

 C

 

APABILITIES

 

GIS has the prerequisites for the automated implementation of spatial-statistical
methods such as autocorrelation and cluster analyses. Commercial GIS does not
always include the corresponding analytical tools, yet. While Chapter 2 and Chapter
3 discuss a range of available techniques and specifically designed software tools
(e.g., WinBUGS) these specific advances are not yet widespread in the public health
sector (Scholten and de Lepper, 1991; Jaquez, 1994; van den Berg and von der Ahé,
1997; Zhang and Griffith, 1997; Wellie et al., 2000).

 

5.5.4 GIS 

 

AND

 

 

 

THE

 

 T

 

IME

 

 D

 

IMENSION

 

All human activities have not only a spatial, but also a time dimension. In everyday
life, individual, family-related, cultural, economic and environmental issues deter-
mine the duration and direction of movements comprising both commuters’ behavior
as well as long-term and permanent changes of location.

Human activity influences communicable disease processes. A certain period of
exposure and latency precedes each outbreak of disease. This inevitably leads to the
fact that the place of diagnosis of the disease does not necessarily coincide with the
place where the disease was acquired or caused.

For this reason, local risk factors can often not directly be associated with the
space-related distribution of diseases. Therefore, a corresponding analysis has to
consider the migration of individuals (Schærström, 1996). An aggravating factor in
this respect is the fact that risk factors may also vary with regard to time and space.
To obtain a meaningful analysis, tempospatial models have to be developed and
clipped to cover both the migration of the individuals examined and the considered
risk factors. This type of analysis is hard to realize by means of the GIS function-
alities currently available.

Since the beginning of the 1990s, efforts to integrate the time dimension into
geographical-epidemiological GIS models have been intensified. Peuquet and Duan
(1995) presented the first workable GIS model comprising the time dimension by
means of an “event-based spatiotemporal data model” (Löytönen, 1998). It is a major
task to understand the correlation between the time- and space-related processes of
disease development and the resulting space-related patterns. GIS technology ought
to have the potential to ameliorate the integration of the time dimension. (See Chapter
4 for a discussion of current research that addresses both space and time issues.)

 

5.5.5 L

 

ACK

 

 

 

OF

 

 S

 

YSTEMATICALLY

 

 T

 

RAINED

 

 S

 

TAFF

 

The WHO explicitly defines trained personnel as a constituent part of GIS (WHO,
1999). Regarding communicable disease control applications, lack of trained staff
is probably the most serious deficiency in the field. In Germany, for instance, most
local public health officers have little knowledge of GIS. Many do not realize the
opportunities provided by GIS. To improve this situation, GIS should become an
integral part of public health training courses and the financial resources for GIS
hardware and software, as well as the number of GIS professionals within the public
health authorities, should be increased.
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5.6 CONCLUSIONS

 

The discussions about emerging infectious diseases during the last decade have
unquestionably drawn renewed attention to prevention, surveillance, and control
measures. Ecological B-factors, public health, the spatial dimension of communica-
ble diseases, and the ecological approach have been strengthened in this framework.
This opens huge opportunities for GIS applications within communicable disease
control programs. GIS has meanwhile proved to be a useful tool for prevention,
control, and surveillance measures. However, some infectious disease epidemiolo-
gists still doubt whether a spatial approach and GIS have a broad application to their
work (Giesecke, 2001).

It seems reasonable to adopt additional techniques like remote sensing and the
Internet and to be open to specific tasks for GIS like outbreak management and
solutions for specific environments (e.g., hospitals).

Some old problems, well known from disease mapping and ecological studies,
should be kept in mind: the gee whiz effect, ecological fallacy, the problem of the
time dimension. Some new, more GIS-specific problems should be addressed: the
lack of spatial statistical capabilities of standard GIS packages and, perhaps most
important, the lack of GIS-skilled personnel within the local public health authorities,
which play the key role in the prevention, surveillance, and control of communicable
diseases.
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6.1 INTRODUCTION

 

GIS is a useful tool in the investigation and management of communicable disease
outbreaks, as described in Chapter 5. 

 

Salmonella

 

 Brandenburg infection has been
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of increasing concern in South Island, New Zealand since 1996. A descriptive study
of the pattern of 

 

Salmonella

 

 Brandenburg infection in southern South Island between
1996 and 2001 was carried out. GIS-based tools were useful in highlighting the
changing interrelationship between infections in sheep and humans during the course
of this outbreak. This chapter describes the New Zealand experience of this infection
in South Island.

 

6.2 INFECTIOUS DISEASE SURVEILLANCE IN NEW 
ZEALAND

 

The New Zealand Health Act of 1872 required the notification of all cases of certain
infectious diseases to public health authorities. The list of notifiable conditions has
changed over time. Since June 1952, all proven and suspected cases of human
salmonella infections have been included in the notifiable disease schedule. The
attending medical practitioner must give details of cases of notifiable disease to the
local medical officer of health. The country is divided into 21 health districts each
with a medical officer of health, a public health medicine specialist providing
epidemiological oversight of the district. Health protection officers, employed by
the local Public Health Service, or environmental health officers, employed by the
local authority, undertake investigations into possible causes of notified diseases.
Diseases, such as salmonella, that may spread through contaminated food and water
are normally investigated by territorial local authorities because the infections may
be caused by poor sanitation.

 

6.3 METHODS

 

Details of completed investigations of human cases are recorded on EpiSurv, an
electronic database maintained by the Institute of Environmental Science and
Research (ESR) on behalf of the Ministry of Health. Each Public Health Service
office maintains a local electronic EpiSurv register and supplies weekly updates to
the national register. The district office can analyze the local pattern of infectious
disease morbidity and report to the local community. ESR produces monthly sur-
veillance reports as well as an Annual Summary of Notifiable Diseases.

Since mid-2000, all cases registered on EpiSurv have been automatically geo-
coded on entry and a retrospective coding of previous cases has been undertaken.
Initially there were problems coding rural addresses because many people quote a
rural postal delivery zone when asked for their address. The accuracy of geocoding
has been improved by the introduction of “Rapid Numbers,” which were developed
for the location of dwellings by emergency services and are related to distances
from road junctions.

Microbiological testing for human isolates is taxpayer funded through health
benefits, so the tests are at no direct charge to the patient. The general practitioner
may submit fecal specimens to a local pathology laboratory for initial culture,
although such testing is of limited value when treating the individual patient. How-
ever, the results are of great importance to public health physicians studying the
epidemiology of diseases.
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Veterinary surgeons working with infected animals may send specimens for
analysis to one of the specialist animal health laboratories. Invermay Animal Health
Laboratory processed specimens from the Otago and Southland districts. The Lincoln
Laboratory processed specimens from South Canterbury and Canterbury. There is
no notification of salmonella infections in animals. Funding for veterinary public
health specimens is on a user-pays basis. Hence, it is not always possible to relate
the extent of concomitant human and animal outbreaks.

ESR’s Enteric Reference Laboratory in Wellington carried out the formal iden-
tification and typing of all salmonella isolates (human and animal). Data from the
local EpiSurv database were combined with similar data from the adjacent health
districts (South Canterbury and Canterbury) for this study of the pattern of human
cases of 

 

Salmonella 

 

Brandenburg in the southern part of South Island.
AgriQuality is a crown research institute, which among other activities maintains

AgriBase, a geographic information system for plotting the location and stocking
type of all farms in New Zealand. Plotting of animal isolates of 

 

Salmonella

 

 Bran-
denburg to the farm of origin was undertaken for data from Otago and Southland
for the period of 1997 to 2000. The combination of animal and human data has
enabled the detailed study and description of the development of the epidemic. The
geocoding of animal cases from South Canterbury and Canterbury has not been
possible but data about the date of isolation was available for all the animal isolates.

 

6.4 THE PATTERN OF 

 

SALMONELLA

 

 INFECTIONS IN 
NEW ZEALAND

 

As in many other comparable countries, there has been a gradual increase in the
rate of notifications of salmonella infections in New Zealand over the past 50 years
(Thornley et al., 2002). On several occasions, the rate of infection in the Otago and
Southland districts has exceed the national average. Some of these peaks were
associated with single source outbreaks, but in the majority of cases, no apparent
source of infection has been noted. The age-specific incidence of all salmonella
infections shows a peak in the under-1-year-old age group with a second peak in
the early 20s.

 

Salmonella 

 

Brandenburg is one of over 1800 serotypes, originally described by
Kauffmann and Mitsui in 1930. It was first identified in humans in New Zealand in
1985 and was a relatively infrequent isolate between 1985 and 1994, accounting for
1 percent of the isolates during the period (Wright et al., 1998). Until 1996, 

 

Salmo-
nella

 

 Brandenburg had rarely been isolated from animals.
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EALAND

 

: 1996

 

The first documented isolate of 

 

Salmonella

 

 Brandenburg infection from a sheep was
on a farm in mid-Canterbury during mid-1996. The disease in sheep usually presents
as septic abortion of a near term fetus or a uterine infection in the pregnant ewe. It
can also infect other animals such as cattle, pigs, and deer.
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During the 1997 lambing season (July to September) 

 

Salmonella

 

 Brandenburg infec-
tion was found on 17 farms in the mid-Canterbury region (Figure 6.1). It was also
reported from one sheep farm and found in one cow in Southland. Ten human cases
of 

 

Salmonella

 

 Brandenburg infection were reported from the region. The usual
presenting symptoms of human disease are abdominal pains, diarrhea, and vomiting.
These symptoms are no different from those found in infections caused by other
types of salmonella. The first two people from South Canterbury were hospitalized
with a generalized blood stream infection due to 

 

Salmonella

 

 Brandenburg. Fortu-
nately, both patients soon recovered and returned home. Subsequent case investiga-
tion showed that although they were from farms, they did not have any evidence of
infection in their sheep flocks.
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In total, there were 153 infected farms during 1998 and 118 human isolates from
the southern half of South Island (Figure 6.2). The epidemic curve shows a peak in
late August, which coincides with lambing in the southern part of the country. The
number of human cases increased and the epidemic curve shows a similar peak to
the animal curve, but there is a delay of about three weeks. Some of this lag may
result from the delay between the patient presenting to the general practitioner and
a positive fecal specimen being reported to the medical officer of health. The median
interval between onset of symptoms and reporting the case to the medical officer of
health was 10 days with a range of 2 days to 141 days. Part of this variation may

 

FIGURE 6.1
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 Brandenburg isolates in 1997.
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reflect reluctance by many rural people to consult a doctor, but it may also reflect
a varying awareness by doctors of the need to notify on suspicion all cases of a
disease of potential public health importance, such as salmonella infection.

A large number of the human cases were farm workers who had been in close
contact with infected sheep. A human case control study was carried out between
August and September 1998. This compared the clinical pattern of 

 

Salmonella

 

Brandenburg infections with other salmonella infections and found no significant
differences in the severity or duration of the disease between the different types of
bacteria. Local veterinarians sent a detailed questionnaire on management practices
and personal hygiene to known infected farms from which there were no human
cases. This information was compared with a similar questionnaire from farmers
who were identified as suffering from 

 

Salmonella

 

 Brandenburg. No significant
differences in personal hygiene or farming practice were noted between any of the
groups. Good personal hygiene and changing from work clothes before going indoors
were seen as offering the best possibility for controlling the spread of the human
disease.
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There was again a rapid increase in the number of infected farms at the beginning
of August and this prompted joint publicity from the local veterinarians and public
health staff (Figure 6.3). The farming media were supportive and ran frequent items
about the need for personal protection. The animal epidemic curve was steeper than
in 1998, but the number of human cases did not rise to the same extent, suggesting
that farmers were taking some precautions. It was of concern that there were more
children and other adults affected in 1999.

 

FIGURE 6.2
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In 1999, there were 196 infected farms (178 ovine isolates and 18 bovine isolates)
and the human notifications increased to 112.
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In 2000, there were 401 infected farms (331 ovine isolates and 70 bovine) and 152
human cases (Figure 6.4). During the year, many groups undertook research into
the possible pattern of spread of the bacteria. This work looked at farming practices,
livestock handling, meat processing, and general environmental sampling of the farm
as a workplace. The organism was found in sheep yard dust from farms that had
been infected as well as farms that had not shown any overt infection during the
previous year. Sampling of black back gulls (

 

Larus dominicanus

 

), which are frequent
scavengers of dead sheep and lambs, also showed high levels of 

 

Salmonella

 

 Bran-
denburg.
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In 2001, there were 289 infected farms (216 ovine and 73 bovine) and 91 human
cases (Figure 6.5). The isolation dates of animal and human data have been combined
to give an epidemic curve for the outbreak since 1997 (Figure 6.6). This shows three
important features. First, a marked seasonal peak in animal isolates coincides with
lambing in spring. Second, there is a delay of two to three weeks between the peak
in animal isolates and the peak in human cases. This may be explained by people
delaying in seeking medical attention and the time taken for laboratory confirmed
cases to be notified by the general practitioner. Although there is a legal requirement
to notify cases, this does not always happen. Not all people with diarrhea will present
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themselves to a general practitioner. Not everybody who presents themselves to a
general practitioner will be offered a fecal test and, furthermore, not all people from
whom a test is requested, actually provide a specimen (Wright, 1996). Hence,
notifications of gastrointestinal disease represent the tip of an iceberg of disease.

The human cases are listed from the date of notification. The date of onset of
the symptoms was specified in only about 60 percent of the cases in this study. The
reported interval between the onset of symptoms and the date of notification ranged
from 2 days to 141 days with a mean of 10 days.

 

FIGURE 6.4
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 Brandenburg isolates in 2000.

 

FIGURE 6.5
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The third feature is that there now appears to be a year-round incidence of the
disease with one or two cases being reported almost every month of the year instead
of in seasonal clusters. The disease has passed from being an epidemic to that of
low-level endemicity.

This gives a brief summary of the epidemiological knowledge gained from
traditional case report forms that can be analyzed by EpiSurv. It was difficult to put
the “pins in the map” when dealing with an outbreak lasting five years and spread
over an area of several thousand kilometers.

The combined human and animal epidemic curve demonstrated a temporal
relationship, but it was difficult to find any relationship between the place of resi-
dence and the illness.

6.5 SPATIAL DISTRIBUTION OF CASES

The Public Health Unit acquired a license for a desktop GIS (ArcView® 3.2) in late
1999. Once staff became familiar with the system and were able to use it for the
analysis of disease information, it enabled a greater understanding of the spatial and
temporal relationship between the human and animal cases. Access to a computer-
based GIS has greatly assisted the investigation of links between the human cases
of Salmonella Brandenburg and the animal isolates. The location of farm isolates
of Salmonella Brandenburg for the southern part of the country for the period of
1997 to 2000 was geocoded by AgriQuality and these results have been plotted
against the location of the human cases. The spatial location of human cases has
enabled them to be attributed to a census area unit (AU), which has a denominator
population, so data can be analyzed on a population basis.

Statistics New Zealand classifies population areas as rural, rural centers, or urban,
based on the population size of AUs. A rural AU normally contains less than 300

FIGURE 6.6 Salmonella Brandenburg isolates, 1997 to 2001.
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people, a rural center usually contains between 300 and 999 people, and all AUs
containing more than 1,000 people are classed as urban. Every five years there is a
New Zealand Census of Population. There was one in March 1996 and the most
recent was taken in March 2001. Data from the most recent census has been used as
the denominator population for this study, even though this might introduce a degree
of bias. The population of South Island grew by 0.16 percent annually between 1996
and 2001 compared with a 0.81 percent annual growth in North Island. The usual
resident population of the study area at Census 2001 was 753,333 people with 104,859
people in rural AUs, 26,442 people in rural centers, and 662,032 people in urban AUs.

A residential classification for the human cases of Salmonella Brandenburg
infection was derived by mapping the incident points and carrying out a spatial join
using ArcView 3.2. This showed that 143 cases lived in AUs classed as rural, 52
lived in rural centers, and 275 cases lived in urban AUs. The annual infection rates
for the three areas were calculated (Table 6.1).

Thus, the risk of infection appeared much greater for rural residents and those
who lived in rural centers than for urban dwellers.

The occupations were grouped into five major categories:

1. Farmers, including all occupational groups associated with animals such
as freezing workers, veterinarians, stock agents as well as sheep and dairy
farmers

2. Other workers, including unemployed
3. Retired, reclassified as farmers if there was a mention of farming in their

previous occupation
4. Students, from five years of age to tertiary level 
5. Preschoolers

Analysis of the distribution of cases by these occupation groups showed the
proportion of cases in farmers decreased since 1998 (Figure 6.7). However, the
proportion of cases in younger people increased over time suggesting the need for
education programs aimed at parents and schools.

The patterns for the three location types differ and this information was valuable
in targeting health promotion interventions (Figure 6.8 to Figure 6.10).

TABLE 6.1
Salmonella Brandenburg Infection Rates by Residential Location, 
1997 to 2001

Location Population
Average Cases per 

Year
Annual Infection

Rate per 100,000
Rural area units 104,859 29 27.3
Rural centers 326,442 10 39.3
Urban area units 662,032 55 38.8
Total population 753,333 94 12.5
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FIGURE 6.7 Notifications for the total population, 1997 to 2001.

FIGURE 6.8 Notifications for the rural population, 1997 to 2001.
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FIGURE 6.9 Notifications for rural centers, 1997 to 2001.

FIGURE 6.10 Notifications for the urban population, 1997 to 2001.
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There were only 10 cases identified in 1997, so the relative proportions have
little significance. The increase in the proportion of cases in preschool children and
students highlighted an area for intervention by public health staff.

The notifications from rural centers also showed that young people were at
greater risk from the disease, but it was noted the proportion of cases in the farming
sector had decreased since 1998.

There has been a relatively constant pattern of disease in the urban population.
A different pattern is seen in the age distribution of cases of infection with

Salmonella Brandenburg. The proportion of cases in children (under 5 years) and
students (up to 18 years) has increased, especially in those living in rural centers.
As the urban population appears to have had a relatively constant distribution of
cases, it has been used as the baseline category for calculating the relative risk of
infection for the residential groups.

The relative risk of disease was calculated by comparing the rate of disease in
people from rural areas and rural centers with that found in urban cases (Figure
6.11). Thus, the relative risk is taken as one for the urban population, so the excess
infections in the other groups can be seen. The high relative risk of disease found
in young people living in rural centers was surprising, but not unexpected. Many
agricultural workers live in these centers and travel to work on nearby farms. Their
children will go to school with children from the rural AUs and will often travel
together on the rural school bus. In general, there will be closer contact with animals
than found in children from urban AUs. The information provided the basis for
further education to schools in the rural areas stressing the importance of good
personal hygiene as a means of preventing infection with Salmonella Brandenburg.

FIGURE 6.11 Relative risk of infection by residence.
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6.6 PLOTTING SPATIAL DATA

Information about the number of sheep in the various AUs from AgriBase has enabled
calculation of an approximate stocking density. The density of sheep by AU sug-
gested the areas of highest sheep density. Land use data indicates the areas of high
pastoral activity compared with the areas of forest and scrub. Sheep farming is
mainly restricted to pastoral land and hence the animal isolates of Salmonella
Brandenburg tend to be confined to areas of pastoral land. The density of sheep in
AUs was recalculated on the basis of available pastoral grazing land to recognize
that the whole of the AU was not available for grazing. The area of land suitable
for pastoral use was reduced by 58 percent. The areas of the AUs were adjusted
using the geoprocessing function of ArcView 3.2 and a revised map of the stocking
densities was drawn. This increased the density of stocking levels. The overall
reduction in land area and consequent increase in stock density is shown in Table
6.2. The map clearly demonstrates the location of the actual pastoral areas and
compares the stocking density before and after recalculation (Figure 6.12).

A combined map of sheep and human cases of Salmonella Brandenburg infection
(Figure 6.13), the high stocking rates of sheep, and a high rate of infection in sheep
suggests a relationship. However, the overall numbers of human cases in the four
year period for which geocoded sheep infections are available are small and the
relationships do not reach statistical significance.

Environmental water samples from two of the major rivers in the south both
showed detectable levels of the endemic strain of Salmonella Brandenburg.

One feature of the outbreak, which became apparent from a survey of farming
practices, was the correlation between lowland sheep pastures and isolates of Sal-
monella Brandenburg. Most infected farms were below 300 meters above sea level.
These areas provide good sheep grazing and hence have high stock numbers. An
estimated 20 percent of New Zealand’s sheep are located within the endemic area,
which accounts for about 5 percent of the total land area. GIS software can easily
demonstrate the relationship between pastoral land and contour.

The outbreak of Salmonella Brandenburg infection has been limited to the
southern half of South Island (Figure 6.14). Pulse Field Gel Electrophoresis (PFGE)
of the animal and human isolates shows that all those tested have been from an
identical type, which is one of 14 variants known in New Zealand. This particular
type has not been isolated from cases of Salmonella Brandenburg infection reported
from other parts of the country or other parts of the world. The reason for the

TABLE 6.2
Revision of Land Area Available for Sheep Stocking

Calculated Area of 
Census Units (ha) Area of Pastoral Land (ha)

Area 5,554,628. 2,327,047.
Stocking density 2.4 45.7
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FIGURE 6.12 Distribution of sheep in southern New Zealand in 2000.

FIGURE 6.13 Location of sheep and human isolates of Salmonella Brandenburg.
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restriction to the southern part of South Island is unknown, but this study has shown
that the area is characterized by particularly high stock densities, which are associ-
ated with intensive farming practices.

In 1998, Salmonella Brandenburg infection was considered an occupational
disease of farm workers. They appear to have responded to the educational messages
and instituted safe working practices, which have reduced the number of farm-related
infections. The same cannot be said for cases in children and students.

6.7 CONCLUSION

Cooperation and sharing of GIS information between animal health and human
public health services has given a greater understanding of the epidemiology of this
epidemic. The ability to share and integrate spatial data from a variety of sources,
including veterinarians and the Ministry of Agriculture, with routine health surveil-
lance data has been an important tool in these investigations. There have been
problems over the confidentiality of some data, especially the geocoding of the
location of farm isolates. Hence, this study has only looked at the geocoded animal
data collected from the Otago and Southland regions. Noncoded data for all isolates
has been provided and incorporated into the epidemic curve. Human data for the
whole of the greater Canterbury, Otago, and Southland regions has been geocoded
and plotted to reveal the extent of the human outbreak. It appears to have spread
southward from the initial ten cases reported in Canterbury in 1997.

Disease prevention strategies have targeted farm workers and farming practices
in an attempt to control the human and animal outbreaks. They appear to have had
a degree of success within the farming community, but they have not prevented the

FIGURE 6.14 Human isolates of Salmonella Brandenburg in South Island, 1997 to 2001.
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infection from moving out into the wider population. To date, there have been no
outbreaks directly attributable to consumption of contaminated food, but we have
been unable to explain the wide distribution of cases. Many New Zealand residents
have contact with farming families, especially in the southern part of the country.

It is of concern that residents of the two major cities, Dunedin and Invercargill,
appear to have been infected without apparent farm or animal contact. Some urban
residents who work in farming-related occupations may have been exposed to the
organism in the course of their work. In other cases, domestic pets have been infected
either through rural contacts or through eating infected meat. The role of black back
gulls as a vector has not been studied, but they are known to scavenge on dead
lambs. They may become infected and spread the organisms to uninfected flocks.

Education of the rural communities has been the prime target for action and it
will be interesting to see how the epidemic develops during the current lambing
season.

This study has only been possible through close and continuing cooperation
between veterinary staff, public health staff, and farming organizations. We have all
learned to value each other’s contributions toward solving an emergent disease within
our community. The tools offered by GIS helped delineate the problem and added
a graphic dimension to the epidemiological analysis of the disease in terms of time
and place. The study has reintroduced the public health unit to the topographic map
as one of the basic tools of epidemiology.

In 1854, John Snow demonstrated this and was able to control the outbreak of
cholera associated with use of the Broad Street pump. Over 160 years later, we have
been able to demonstrate an interrelationship between sheep farming practice and
human disease caused by a new variant of Salmonella Brandenburg. Now that some
of the causative factors and features of the outbreak have been ascertained, it has
proved possible to control it through a variety of means. The introduction of simple
techniques, such as good personal hygiene coupled with changing agricultural prac-
tices has seen a marked reduction in the scale of the disease since it was first found
in sheep in 1996.
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7.1 INTRODUCTION

 

Relationships between the environment and health are intrinsically geographical.
They involve the intersection of two geographies: that of the agents of risk (the
environmental hazards) and that of the population at risk. GIS clearly has much
to offer in this respect, for they provide the means both to map and model these
two geographies, and to bring them together and link them for the purpose of
exposure and health risk assessment. In recent years, this potential has begun to
be exploited. Gradually, GIS is gaining a foothold in epidemiology and is becoming
a standard tool for visualization and exploration of health outcomes and for
exposure modeling.
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Among the small but increasing body of research groups using GIS for epi-
demiological enquiries, the Small Area Health Statistics Unit (SAHSU) at Imperial
College, London, has an important place. Since its establishment in 1987, SAHSU
has undertaken a large number of geographical studies, focusing on a wide range
of health outcomes and exposure pathways. This chapter outlines some of the
methods devised and used. It presents examples from a series of studies, differing
in terms of the environment–health relationship of interest, the scale of analysis,
and the modeling methods used. In each case, the methods used for exposure
assessment are described and results of the exposure assessment presented. In each
case, also, the problems posed by inadequacies in the available data, differences
in spatial structures and zone systems, scale limitations, and time–space interac-
tions are discussed. The ways in which these problems have been addressed are
illustrated.

 

7.2 BUFFERING: HEALTH RISKS IN POPULATIONS 
LIVING AROUND LANDFILL SITES

 

Buffering is certainly one of the most widely used techniques for exposure assess-
ment in epidemiological studies. It has been employed to study health effects in
populations living both around point sources, such as incinerators (Elliott et al.,
1996) and coke works (Aylin et al.,

 

 

 

2001), and near to line-sources, such as roadways
(Briggs et al.,

 

 

 

1997, 2000; English et al.,

 

 

 

1999).
It is based on the simple principle that exposures decline with distance from

source to a threshold beyond which the population can be considered unexposed.
Buffer zones of a suitable radius may be defined around any source — a point, line,
or area — to identify supposedly exposed and unexposed groups. A single buffer
might be used to divide populations into exposed and unexposed groups or multiple
buffers can be created to define degrees of exposure. Standard epidemiological
techniques can then be used to compare disease rates in the various groups with
control, if appropriate, for confounding by other factors.

The technique is straightforward, data and processing requirements are relatively
limited, and therefore it can be applied to large numbers of points with comparative
ease. Several issues nevertheless arise in using buffering, as exemplified in a recent
SAHSU study to investigate congenital malformations, low birth weight, and cancers
in children born to mothers living near landfill sites (Elliott et al., 2001; Jarup et
al.,

 

 

 

2002).
This study was a national investigation and was instigated in response to sug-

gestions from a number of previous studies that populations living close to hazardous
waste sites were at increased risk of congenital malformations and cancers (Dolk et
al.,

 

 

 

1998; Fielder et al.,

 

 

 

2000; Marshall et al.,

 

 

 

1997). Data on all known landfill sites
(some 19,196 in total) in Great Britain were provided by the regulatory agencies
(the Environment Agency in England and Wales and the Scottish Environment
Protection Agency in Scotland). Health effects reported during the study period of
1986 to 1997 were analyzed in relation to the status, licensed waste types, and
proximity of landfills during the preceding year (for birth defects, birth weight, and
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childhood leukemia) and five years previously (for childhood cancers). All health
data were available by postcode of place of residence at time of diagnosis.

Exposure assessment posed several problems. One of these was the lack of any
clear etiological hypothesis indicating either the key agent of concern or its exposure
pathway. Many different pollutants might be generated from wastes during either
disposal or subsequent decomposition. These pollutants might be dispersed into the
surrounding environment via the air, groundwater, surface water, soil, or animals
(including birds). Although data on actual exposures around landfill sites are sparse,
what evidence there is suggests that they usually are limited to no more than a few
hundred meters — and at most a kilometer or two — from the site.

Another problem was the possibility that exposures might occur either while
sites were operational or long after they had been closed. Indeed, opinions from
those working in the industry were that the older sites, which had been closed before
modern management practices and licensing arrangements came into force, were
more likely to pose hazards than newer sites. A further, serious constraint was the
relatively poor quality of the available data on landfill sites: exact boundaries of
these were rarely known and most were identified only by a point location (usually
the gateway), in some cases with a large degree of error (e.g., due to rounding of
geographic coordinates to the nearest kilometer). The status (e.g., whether open or
closed) of landfill sites and their spatial extent also change over time, so that the
probabilities, pathways, and levels of exposure may also be expected to vary from
year to year. The types of waste handled by different sites also vary, so that sites
cannot be regarded as of equal hazardousness. At the same time, the large number
of sites that had to be considered and their often close clustering meant that many
people lived within a few kilometers of one or more landfill sites. In addition, the
accuracy of postcodes is questionable. Testing of the available postcode files showed
that the geographic coordinates provided tended to migrate from year to year (some-
times by several hundred meters or more), while some postcodes were clearly located
incorrectly (e.g., in the sea or in the wrong postcode district) or were missing. Over
the years, postcodes may also be closed and reused in a different location, creating
possible ambiguities in the georeferencing of the health data (these issues are dis-
cussed further in Section 7.3).

For all these reasons, the use of sophisticated models to estimate exposures was
not considered worthwhile, nor was it possible to formulate a single, integrated
measure of hazardousness that could be aggregated across several sites. Instead,
exposure classification was conducted using a rule-based approach, based on distance
of place of residence from nearby landfill sites (Figure 7.1). A distance of two
kilometers was set as the likely limit of exposure and buffers of this radius were
constructed around each landfill site for each year. These were then intersected with
the postcode locations, allowing each postcode to be assigned an exposure category
according to its distance from landfill sites, the operational status of those sites, and
the types of waste received or for which they were licensed (Figure 7.2). Unexposed
postcodes were defined as those that lay outside the two-kilometer buffers around
all known landfill sites, whenever they had been operating (these thus remained fixed
for all years). Operational sites were those that were classed as open in that study
year. Closed sites were those that had been closed at some earlier date during the
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FIGURE 7.1

 

Exposure classification used in the landfill study.
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study period (1982 to 1996). Postcodes were classified as before opening if, in that
year, they lay within the buffer zone of a site, which opened later in the study period.
Postcodes around all other sites, including those for which there were missing
opening or closing dates, were masked out (excluded) from the analysis. In total,
9631 sites were excluded, leaving 9565 sites in the analysis.

 

FIGURE 7.2

 

Distribution of landfill sites, buffered to two kilometers, with an inset showing
the character of the buffer zones.
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The scale of the analysis used in this study merits mention. The intersection of
some 19,000 buffer zones with around 1.6 million postcodes for 16 years of data
and for two groups of health endpoints involved some 10

 

11

 

 buffering operations, a
process that took several days processing time on a high-powered desktop computer.

Using this exposure measure, the authors found that about 80 percent of the
population lived within two kilometers of landfill sites. Exposed populations were
found to be slightly less affluent, based on their Carstairs score, than unexposed
populations (Table 7.1). People living around landfill sites excluded from the study
were intermediate between the two. The authors reported slightly increased risks of
a number of congenital malformations among the exposed group, especially for
abdominal wall defects and neural tube defects (Elliott et al.,

 

 

 

2001), though no
significant increases were found for childhood cancers (Jarup et al.,

 

 

 

2002). Notably,
raised disease rates for some health outcomes were evident even before the landfill
sites opened, suggesting that the landfill sites themselves may not be the cause of
the increased risk. 

 

7.3 POINT-IN-POLYGON TECHNIQUES: 
DISINFECTION BY-PRODUCTS IN DRINKING 
WATER

 

Point-in-polygon techniques are typically applied in one of two ways in epidemiology: 

1. Attribute point measurements of pollution (e.g., at a monitoring site) to
a surrounding population

2. Relate health events assigned to a point location (e.g., a postcode) to
environmental and social conditions in the surrounding area 

 

TABLE 7.1
Numbers and Percentages of Population by Carstairs Tertile and Exposure 
Status, 1982 and 1997

 

Year Carstairs

 

a

 

Exposed

 

Unexposed

 

Excluded

No Percent

 

a

 

No Percent

 

a

 

No Percent

 

a

 

1982 1 38,717,580 30.4 4,757,201 43.1 5,342,394 35.2
2 39,791,927 34.2 3,579,180 32.4 5,036,716 33.2
3 10,119,173 35.3 2,688,149 24.4 4,771,299 31.5

N/A 10,578,333 30.0 2,610,550 20.1 4,775,404 30.0
1997 1 10,579,449 32.2 5,262,844 44.4 4,755,429 36.9

2 11,167,044 34.0 3,847,654 32.4 4,369,923 33.9
3 11,056,529 33.7 2,739,554 23.1 3,748,996 29.1

N/A 10,579,568 30.0 2,611,719 20.1 4,774,559 30.0

 

a

 

 Carstairs tertile 1 = most affluent; tertile 3 = least affluent.
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The methodology is so simple that it does not need sophisticated mapping tools. It
is routinely done, for example, in many time series studies of air pollution, merely
by assigning populations to the monitoring stations within their city (e.g., Mool-
gavkar, 2000). Daily concentrations from the monitoring stations are then computed
(e.g., by averaging data from all the available sites within a city) and assigned to
everyone living within that area. Associations may then be sought between this
averaged pollution concentration and health outcome (e.g., mortality or numbers of
hospital admissions) from day to day.

One example of the application of this approach within SAHSU has been the
study of associations between long-term exposures to air pollution (SO

 

2

 

 and black
smoke) and cardio-respiratory and all-cause mortality in Great Britain (Shaddick,
2002). In this case, point-in-polygon methods were used to assign monitoring sites
to the wards within which they fell. Four yearly averaged estimates of exposure
were then compiled and geographic associations with health outcome analyzed
for different lag periods (from 0 to 16 years). Another example is the ongoing
investigation of associations between disinfection by-products in drinking water
and low birth weight and stillbirths in three water company areas — Northumbria
Water (NW), North West Water (NWW), and Severn Trent Water (STW) — in
England.

In this latter study, several aspects of the available data and the study design
need to be noted. Drinking water in the United Kingdom is no longer simply a local
resource. Instead, most drinking water is the result of the mixing and treatment of
water drawn from different sources. Water supply zones (i.e., areas that receive the
same water) are also relatively small, covering a population of up to 50,000 people
and may change from year to year. The disinfection by-products of concern —
trihalomethanes (THMs) — are routinely measured at the tap of sample households
by water companies in accordance with regulation. The water companies provided
data on THM levels for the study years. The number of measurements taken varies
according to the level of risk and may be as few as four measurements per year per
supply zone where concentrations are low. Bayesian statistical methods were used
to generate modeled quarterly estimates of exposures to THM in each water supply
zone, taking account of the sample size, data uncertainty, and the concentrations of
individual THMs. Each water supply zone was classified into one of three predefined
exposure categories: low (<30 

 

m

 

g/l), medium (30 to 60 

 

m

 

g/l), and high (>60 

 

m

 

g/l).
Health data in this study comprised postcode level information on birth weight and
birth outcome, for the years 1992 to 1998. The denominator for analysis was the
total number of live and still births.

To link the health data to the modeled exposures, postcode locations had to be
matched to the water supply zones using point-in-polygon techniques. For this
purpose, the postcode of the maternal residence at time of birth was used to identify
the water zone of residence to ensure that the appropriate exposure status was
assigned to each birth. The exposure estimates were also lagged to the quarter
covering the period of 6 to 9 months before the time of birth so that exposures were
assessed for the period in which the critical trimester of pregnancy fell.

Although an essentially simple operation, point-in-polygon analysis again faced
several important difficulties. For example, digital boundary data for water supply
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zones were available from only a few companies and for a few, recent years. Hard
copy maps were also of variable quality and completeness. Usable data (in either
digital or hard copy form) were therefore obtainable only for 1997 for NW, 1992
to 1997 for NWW, and 1993 to 1997 for STW and these were subject to a number
of errors and inconsistencies (Figure 7.3). These included zones that lacked THM
data, missing or invalid zone identifiers, overlaps between boundaries of adjacent
zones, and void areas (i.e., areas not attributed to a water supply zone). To resolve
these as far as possible, the digitized maps were returned to the water companies
concerned. Where they could not be resolved, the problem zones were excluded
from the analysis. Areas were excluded if they were served by private water supplies
or by other water companies. 

 

FIGURE 7.3

 

Problematic zones in Severn Trent Water in chlorination study, 1993.

Water supply zone
Gap between districts
Overlap between districts
No THM data
No wsz-id on map
Private water supply

5 0 5 10 15 Kilometers

N

 

TF1643_book.fm  Page 116  Wednesday, April 28, 2004  1:18 PM



 

Using GIS for Environmental Exposure Assessment

 

117

 

Problems also arose because of the uncertainties in the All Fields Postcode
Directory (AFPD99), which at that stage was the most recently available post-
code file. This contained a record for all postcodes operational at that time and
all postcodes that were terminated, but not subsequently reused in the United
Kingdom. Postcodes that are operational but have never been terminated, reused,
or reorganized have a date of introduction, but no date of termination. Terminated
postcodes that have not been reused or reorganized are also reported in AFPD99;
these have a date of both introduction and termination. Subject only to errors
in georeferencing, as noted above, the grid references of both these sets of
postcodes could thus be identified and used for each year. More problematic
were postcodes that had been closed and reused. Once the postcode is reused,
the grid references from the old record are deleted and replaced with the new
ones and the termination date is removed from that postcode. Essentially, the
postcode’s previous attributes are deleted from AFPD99. This means that, using
AFPD99, the postcode’s previous grid references cannot be obtained and its
prior existence cannot be determined. Any births occurring in these postcodes
will be matched to the most recent occurrence of the postcode, which may be
in a different water supply zone. At best, this may lead to exposure misclassi-
fication. If postcode reorganization during the study period preferentially affects
specific socioeconomic areas, or areas with a particular level of exposure, it may
lead to bias.

Nationally, the number of missing postcodes ranged from about 1.3 percent
in 1992 to almost 7 percent in 1997. Several reasons for these missing postcode
coordinates exist. The largest proportion (about 70 percent of missing postcodes
in 1997) are nongeographic or postboxes, which are mainly business addresses
and are thus unlikely to represent populations of interest in this study. However,
the remaining postcodes are potentially relevant. As far as possible, locations for
these were imputed by taking the average location of all other postcodes within
the postal sector. Table 7.2 summarizes the number of postcodes involved in each
water zone in each year. 

 

TABLE 7.2
Postcode Status by Water Company Area and Year

 

Numbers of Postcodes

 

North West Water

 

Severn Trent Water

 

Northumbria Water

Year Existing Imputed Existing Imputed Existing Imputed

 

1992 169,639 1,926

1993 171,480 2,470 181,443 3,216

1994 192,038 3,642 182,166 5,671

1995 183,043 6,007 178,991 8,193

1996 178,983 8,083 181,566 9,728

1997 179,571 8,931 184,509 7,829 68,598 2,090
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7.4 INVERSE DISTANCE WEIGHTING: MODELING 
FOOD PURCHASES FROM SUPERMARKETS

 

In the absence of independent data on exposures, many epidemiological studies rely
ultimately on the principle of proximity: distance from a source provides a reliable
proxy for exposure. In the case of pollutants in the ambient environment, this
approach has some merit: most pollutants do show a general decline in intensity
away from their source, because of dilution, deposition, and decomposition during
dispersion. In these situations, distance-based measures can be powerful tools for
exposure assessment. In addition to methods such as buffering (outlined in Section
7.2), a wide range of other distance-based modeling techniques are now becoming
standard in proprietary GIS that might serve these needs, including methods such
as kriging, inverse distance weighting, and spline interpolation. Somewhat surpris-
ingly, few of these have yet been widely applied for exposure assessment, although
kriging has been applied on an exploratory basis (e.g., Cressie, 2000; Liu and
Rossini, 1996).

One example of their application is the SAHSU-related study of relationships
between socioeconomic conditions, diet, and health. Most food purchases these days
are from supermarkets, but the range of food purchases made — and thus the level
of nutrition attained — is believed to vary considerably in relation to socioeconomic
status. This may be one of the reasons why social deprivation is often so strongly
linked to a wide range of health effects. Unfortunately, although data on actual
purchases from supermarkets are increasingly being collected — and often (e.g., via
loyalty cards) at an individual level — to support marketing, these data are not
usually available to the research community for reasons of commercial confidenti-
ality. Modeling procedures thus had to be employed in an attempt to allocate
populations to the supermarkets for which they are likely to be customers. The
approach taken was to use inverse distance weighting methods to distribute the
population in each enumeration district to supermarkets based on their proximity
and size.

The supermarket companies provided a database of 5762 supermarkets across
Great Britain. This was believed to include about 80 percent of all supermarkets in
the country and gave information on the location and size (floor area) of the super-
markets, but contained no information on their customer base. Also collected was
population data by enumeration district (ED), classified by age and gender from the
1991 U.K. census data and age- and gender-specific average daily calorie demands
for five classes comprising:

1. 0 to 4 year olds
2. 5- to 18-year-old males
3. 5- to 18-year-old females
4. >18-year-old males
5. >18-year-old females

As a basis for modeling, the total calorie demand (CD

 

i

 

) for each age/gender
group (i) was first calculated and used to derive relative weights (W

 

i

 

 = CD

 

i

 

/CD

 

tot

 

)
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for each stratum, taking Stratum 5 (adult males over 18) to have weight = 1.
The census data on the population (N

 

ij

 

) was obtained for each age/gender group
(i) in each ED (j). The calorie-weighted population of each ED was calculated
using:

CWP

 

j

 

 =

 

Â

 

i

 

 W

 

i

 

. N

 

ij

 

(7.1)

A target customer base (B

 

k

 

 = calorie-weighted population needed to support the
supermarket) was derived for each supermarket (k) by:

• Calculating the total calorie-weighted population of Great Britain 
(

 

Â

 

j CWPj)
• Dividing by total floor area (F) across all types (k) of supermarkets 

(

 

Â

 

F

 

k

 

. n

 

k

 

), where:
• F = 10,000 m

 

2

 

 for small supermarkets
• F = 20,000 m

 

2

 

 for medium-sized supermarkets
• F = 30,000 m

 

2

 

 for large supermarkets
• n

 

k

 

 = the number of supermarkets in each size class
• Multiplying by the area of each supermarket:

B

 

k

 

 = F

 

k

 

. ((

 

Â

 

j

 

 CWP

 

j

 

)/(

 

Â

 

k

 

 F

 

k.

 

 n

 

k

 

)) (7.2)

Catchment areas were grown around each supermarket by progressively buffer-
ing and incorporating calorie-weighted populations from each ED centroid until the
target customer base was achieved. The rate of growth (i.e., the power of each
supermarket to capture customers) was modeled as a function of the inverse squared
distance and unmet capacity. Where catchments interact or overlap, the available
population is shared according to this pull variable (Figure 7.4).

The method described above has a number of recognized weaknesses. In par-
ticular, it takes no account of the effect of product range, advertising, price, or
deliberate social targeting of supermarkets, which may severely distort shopping
patterns. Instead, the only pull factors are seen to be the Euclidean distance to the
supermarket and its floor space. A further assumption was made that people do not
travel further than 50 km to visit a supermarket. The model thus also ignores the
effect of natural geographical obstacles such as rivers, estuaries, lakes, and mountains
that might act as obstructions to access specific supermarkets. In principle, this
weakness could have been overcome by modeling distance along the road network
instead of in simple, linear form. However, trials with the ArcInfo™ system indicated
computing times of 5 hours for the analysis for one supermarket and a 2.5-kilometer
buffer, which would have translated into a total computing time of approximately
1200 days for all 5762 supermarkets! Unfortunately, validation of the model was
not possible due to restrictions on access to customer data even for a sample of
individual supermarkets.
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7.5 DISPERSION MODELING: EXPOSURES TO AIR 
POLLUTION FROM COKE WORKS

 

As hinted earlier, dispersion — rather than simple distance — is often a fundamental
process in environmental epidemiology. Exposures to pollution depend not so much
on how far away people live from emission sources, but the effects of dispersion on
the pollutants within the intervening space. Because dispersion is affected by several
factors including environmental conditions, such as the flow speed, flow direction,
and degree of turbulence and mixing, simple distance-based measures will almost
inevitably provide only approximate estimates of exposure. Enhanced methods of
exposure assessment thus rely on the use of dispersion modeling.

Although dispersion models have been developed for a wide range of environ-
mental media and pathways, by far the most extensive applications have been in
relation to air pollution. Examples include the use of the Danish Operational Street
Pollution Model (OPSM) to assess exposures to nitrogen dioxide (NO

 

2

 

) in a study
of traffic-related air pollution and cancer (Berkowicz et al.,

 

 

 

1994) and the Dutch
CAR (calculation of air pollution by road traffic) model to estimate exposures to
the same pollutant in a case-control study of respiratory illness in Haarlem (Oosterlee
et al.,

 

 

 

1996). Nyberg et al.

 

 

 

(2002) used the Airviro model to map concentrations of
NO

 

2

 

 and SO

 

2

 

 between the 1960s and 1980s in Stockholm. Exposures were estimated
for approximately 1000 cancer cases and 2000 controls by dropping the place of
residence onto the pollution maps within GIS. When adjusted for confounding by
smoking, the results showed a small, but statistically significant, increased risk of

 

FIGURE 7.4

 

Modeled percentages of allocations for one supermarket by ED.
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lung cancer for exposures to NO

 

2

 

, though not to SO

 

2

 

. Since NO

 

2

 

 is largely generated
by road traffic, while SO

 

2

 

 tends to come from stationary combustion sources such
as domestic heating systems, the implication was that this risk is primarily a function
of traffic-related air pollution. Basham and Whitwell (1999) used ISCST3 (Industrial
Source Complex Short Term) to estimate ground level concentrations of dioxins
emitted from the Avonmouth municipal waste incinerator in Bristol. These were fed
into an existing multipathway human exposure model.

In general, dispersion models consist of mathematical representations of the
processes that generate pollutants and control their movement, dilution, and fate in
the environment. The ability to use dispersion modeling for exposure assessment —
and, indeed, the reliability of these models — depends more on the availability of
the necessary input data than anything else. These data requirements are often
demanding and far beyond the capabilities of many epidemiological studies. In air
pollution modeling, detailed data may be needed not only on the characteristics of
the emission source (e.g., traffic volume, composition, speed, emission control
technologies, percentage of cold starts), but also on meteorological conditions (wind
speed, wind direction, mixing height, etc.), surface topography, and building char-
acteristics. Data constraints often limit the use of dispersion modeling, especially
for large area or long-term studies. On the other hand, as links between proprietary
dispersion models and GIS have been strengthened, opportunities to use these models
have improved. GIS increasingly provides the means not only to display the results
of dispersion modeling and intersect them with data on the population, but also to
capture and provide the necessary input data (e.g., on road networks, traffic flows,
emissions, topography, and meteorology).

One example of their use in SAHSU is the study of hospital admissions for
respiratory and cardiovascular diseases in areas close to operating coke works in
England and Wales (Aylin et al., 2001). Following an initial investigation, using
distance from the site as a proxy for exposure, a more detailed study was carried
out in which the Atmospheric Dispersion Modeling System (ADMS) was used to
model dispersion of SO

 

2

 

 emissions from one of the sites (Teesside) and the sur-
rounding industrial complex coke work (Bottle, 2000). Figure 7.5 shows the resulting
SO

 

2

 

 pollution map. Exposure estimates were calculated by intersecting the map with
ED centroids. Results showed that the coke works accounted for only about 10
percent of the modeled concentrations from the Teesside industrial complex as a
whole. Modeled SO

 

2

 

 concentrations from the entire complex were therefore included
in a Poisson regression model for respiratory disease in the under-five age group.
After adjusting for sex, Carstairs quintile, and health service provider, risk was found
to be nearly twice as high in the highest pollution stratum (6 to 8 

 

m

 

g/m

 

3

 

) as the
lowest stratum (<2 

 

m

 

g/m

 

3

 

).

 

7.6 CONCLUSIONS

 

Without doubt, the availability of GIS has greatly enhanced the potential for exposure
assessment in studies of associations between the environment and health. As of yet,
that potential has been relatively little used: in most cases, studies still tend to rely
on relatively simple exposure measures; by doing so, it seems that the studies are
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unnecessarily constraining the quality of the exposure data used in epidemiological
investigations. Many of the GIS-based methods that are now beginning to emerge,
including those being developed in SAHSU, offer greatly improved estimates of
exposure in terms of both their geographical resolution and their accuracy of esti-
mation.

Even so, further improvements to these approaches are possible. Indeed, strictly
speaking, few of the methods used so far actually model exposure. Rather, they are
measures of pollutant concentrations: they take no direct account either of where
people are or of the microenvironments within which exposure occurs. Exposures
are usually assessed simply by dropping the place of residence of the individual
participants onto the resulting pollution map or by computing some form of popu-
lation-weighted average across an area. In all these situations, people are seen as
fixed to their home. The reality of exposure is very different. In most cases, people
are mainly at home during the night. At these times, many of the activities that cause
pollution are latent or operating at a reduced rate. Exposures at these times are also
likely to be more strongly affected by indoor sources. The combination of exposure
estimates relating to ambient conditions with population distributions that reflect
places of residence thus provides a relatively poor basis for understanding geograph-
ical associations between the environment and health.

The next step in exposure estimation, therefore, is to model people not as static,
homebound receptors, but as dynamic and mobile individuals. This poses enormous
challenges, not least because of the scarcity of data on human time-activity patterns,

 

FIGURE 7.5

 

Modeled SO

 

2

 

 concentrations (

 

m

 

g/m

 

3

 

) using ADMS from coke works in the
Teesside area.
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both in the long term (e.g., migration) and in the short term (e.g., daily commuting).
Techniques that enable this are now emerging. For example, a prototype GIS-based
model (Space–Time Exposure Modeling System, STEMS) has been developed that
simulates the movement of people through changing pollution fields in different
microenvironments and gives estimates of individual-level exposure profiles at aver-
aging times from seconds to days (Gulliver, 2002; Briggs and Gulliver, 2002).
Further development as part of SAHSU-related work will not only provide more
extensive calibration and validation of this model, but also will see it expanded to
provide a stochastic model of exposures across whole population groups. Beale and
colleagues (Beale and Briggs, 2002) have developed a network-based system to
model route choice and behaviors in urban environments. Though initially devised
to simulate access to urban areas by disabled people, this can be integrated into
STEMS to provide more-realistic algorithms for defining and simulating route
choice.

Use of these new approaches also begins to raise new questions for environmen-
tal epidemiology. The ability to model dynamic patterns of exposure, for example,
blurs the traditional distinction between ecological and time-series studies. Now we
can begin to investigate associations between the environment and health in both
time and space together. We can even start to imagine modeling lifetime exposures
in a reasonably reliable manner. Whether chronic illness or mortality is a response
to repeated, long-term exposures or a delayed response to short-term extreme expo-
sures in the past can then be explored. Similarly, questions arise about the very
concepts of exposure, as well as how to characterize it. The choice of exposure
measure is no longer constrained so fiercely by data availability and logistics:
different measures can be modeled, more or less, according to need. Because these
various measures are not always closely correlated and are not strict proxies for each
other, which measure we choose is likely to influence our results. The choice must
be made on etiological principles. Yet which exposure — where, when, over what
averaging period — is the most relevant in terms of disease etiology is often not
known. For the future, this question can be less easily ignored.
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8.1 INTRODUCTION

 

There is substantial evidence linking outdoor air pollution and health. Numerous
studies have examined the association between daily mortality and short-term fluc-
tuations in air pollution (Pope, 2000). A smaller number of studies have reported
an increase in mortality with long-term exposure to outdoor air pollution (Dockery
et al., 1993; Hoek et al., 2002; Pope et al., 1995).

From a public health practitioner’s perspective, it would be useful to be able to
monitor, on a regular basis, the association between air pollution and health.
Although a number of cities monitor air pollution levels, recordings are taken at
relatively few sites. However, an increasing number of cities have access to software
that may be used to model air pollution. These software programs have the potential
to provide information at a much finer spatial resolution than that derived from
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monitoring. These data could link to health data within GIS, which could also be
used to manipulate the data in a number of ways. This can then provide a local
system for monitoring air pollution and health using available data.

In this chapter, we describe our work in Sheffield using modeled air pollution
data provided by Sheffield City Council. We discuss the opportunities and pitfalls
of using such data in analyzing health outcomes.

 

8.2 AIR POLLUTION DATA

 

The actual levels of air pollution are monitored at specific sites. For example, there
are 47 automatic sites in the United Kingdom (Bower and Vallance-Plews, 1995)
that measure carbon monoxide (CO), nitrogen dioxide (NO

 

2

 

), nitrogen oxides (NO

 

x

 

),
particulate matter (PM

 

10

 

), ozone (O

 

3

 

), and sulfur dioxide (SO

 

2

 

), although not all
pollutants are measured at all sites (Collins, 1998). It is then possible to interpolate
between the known set of sample points. There are many different methods of spatial
interpolation (see, e.g., Haining, 2003). Briggs et al. (1997) suggest that kriging
estimates are better suited to national scales, while inverse distance weighting (IDW)
is more appropriate for regional mapping. An example of IDW is illustrated in Figure
8.1. The new point’s value is proportional to the observed values and distances to
the locations of these observed values.

However, due to the financial costs involved in monitoring pollution it is rare
that sufficient measuring points are available to reflect accurately the spatial texture
and dynamic variability of the pollution surface. Within the urban environment,
levels of air pollution exhibit extreme variation over very short distances, frequently
no more than a few tens of meters (Briggs et al., 1997; Hewitt, 1991; Leicester City
Council, 2000). While coarse resolutions are viable for mapping elevated industrial
sources (stacks) of air pollution, much greater pollution gradients are evident for
ground-level sources (notably traffic). Small numbers of sampling points could never
adequately reflect the space-time variability of air pollution within a city and such
methods are better suited to regional or national scales of analysis.

Briggs et al. (1997) (also see Collins, 1996, 1998; Collins et al., 1995) use
regression modeling to estimate pollution levels, incorporating the following vari-
ables: traffic volume, land cover, and topology. Although the method provides

 

FIGURE 8.1

 

Examples of IDW interpolation.
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generally sound results for pollutants that are influenced heavily by pollution from
transportation sources (e.g., NO

 

x

 

 or CO), it is less successful for pollutants that are
more reliant upon other sources of pollution (e.g., PM

 

10

 

 or SO

 

2

 

). The model also
treats all industrial land use areas as emitting the same levels of pollutants. Such a
method is suitable when pollution sources and the levels of emissions are unknown.
However, if such additional data are available it seems sensible to endeavor to use
them to estimate pollution levels.

Complex dispersion modeling uses information relating to pollution emission
sources and the characteristics of dispersal into the environment (Collins, 1998).
More simplistic dispersion modeling is appropriate for estimating polluting levels
close to emission sources (Collins, 1998) and thus more suited to estimating
pollution at a small number of specific points rather than for a whole city (Zannetti,
1990). However, with increasing computer performance it is possible to model
very complex phenomena. Such systems include Indic-Airviro (http://www.indic-
airviro.smhi.se) and Atmospheric Dispersion Modeling System (ADMS)
(http://www.cerc.co.uk/).

 

8.2.1 T

 

HE

 

 I

 

NDIC

 

-A

 

IRVIRO

 

 S

 

YSTEM

 

Indic-Airviro, originally developed by Indic, is distributed and supported by the
Swedish Meteorological and Hydrological Institute (SMHI) and is currently one of
the most commonly used pollution modeling packages along with ADMS-Urban
and the more simplistic Design Manual for Roads and Bridges (DMRB) (Beattie
and Longhurst, 1999). The system calculates air pollution given weather conditions
and the pollution sources that exist:

• Point sources such as factories
• Line sources such as major roads
• Grid (area) sources to represent background pollution levels such as hous-

ing estates and minor roads

The emissions database used for the Sheffield system is illustrated in Figure 8.2.
The system operates within a UNIX environment and the large processing

requirement is demonstrated by the fact that each model run for our study area of
Sheffield (for a given pollutant and year) took approximately five days to complete
due to the inherent complexity and sophistication of the procedure.

As an illustration of the complexity of the model, each major road link is
described in terms of estimated hourly traffic flow (derived from daily average flows),
road-type, speed limit, proportion of heavy vehicles, and road width. Hourly flows
of traffic are available for Monday to Thursday, Friday, Saturday, and Sunday to
represent the different types and times of traffic flow on these days (see Veal and
Appleby, 1997). Hourly flows are multiplied by a pollution-specific emission factor
for the vehicle type to obtain an emission rate at differing speeds (in steps of ten
kilometers per hour) (Leicester City Council, 2000).

The system requires the following weather variables (those in italics are critical,
those not in italics can be estimated using the critical values):
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•

 

Wind speed at 10 meters

 

 and 35 meters
•

 

Wind direction at 10 meters

 

 and 35 meters
• Vertical wind speed at 35 meters
• Absolute temperature at 2 meters
• Temperature difference between 2 meters and 8 meters
• Temperature difference between 2 meters and 20 meters
• Global radiation at 2 meters
• Gamma radiation at 2 meters

 

8.2.1.1 Modeling Assumptions

 

Indic-Airviro is heavily reliant on the data input: pollution emissions or weather
data. When the weather mast was out of order for 13 weeks starting in September
1998, Indic-Airviro would not output results for that year.

 

FIGURE 8.2

 

Example emissions database for NO

 

x

 

.
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The model used in Sheffield did not have the capacity to handle terrain, which
is a severe limitation, as anyone who has ever visited Sheffield (and its “seven hills”)
will know. Any differences in elevation (also the location and height of buildings)
have an impact upon air movements and, hence, pollution concentrations. Unfortu-
nately, at present it is simply not computationally possible to incorporate these
elements. Any model by definition is a simplification of reality, which will make
generalized assumptions about extremely complex real-life situations. The output of
a model can only be as good as its specification and the quality of its input data.

Different pollutants may be suited to differing spatial scales depending upon
their emission sources. For example, 91 percent of CO is derived from transport
sources (National Atmospheric Emissions Inventory, 1998), which exhibit high vari-
ation within short distances. In comparison, 66 percent of SO

 

2

 

 emissions are from
public power sources with a further 24 percent from industry (National Atmospheric
Emissions Inventory, 1998) and, hence, levels of SO

 

2

 

 generally have less spatial
variation. Modeling this pollutant is heavily dependent upon power station emissions.
However, emissions data collected by Sheffield City Council did not include pollu-
tion sources from outside the county (with the exception of nearby Rotherham) and
no power stations fall within the county. As such, any modeling of this pollutant
would not reflect the true pattern. This clearly demonstrates the importance of
interregional cooperation and data sharing for air pollution assessment.

The Sheffield Indic-Airviro system only uses two different vehicle classes (cars
and heavy vehicles) whereas in reality even two identical vehicles will probably
have different emission patterns due to driving preferences. More significantly, there
is no specific class to represent diesel vehicles, which produce very different emission
patterns to petrol engines (see Watkins, 1991). Also, average speeds are constant at
all hours, being recorded simply as the speed limit, rather than reflecting congestion
at peak traffic times. In comparison, Mukherjee et al. (2000) found that off-peak
average speeds were 18 percent higher than for peak times.

Traffic counts may be inaccurate (Kühlwein and Friedrich, 2000) and often do
not reflect the dynamic behavior of traffic flows (Schmidt and Schäfer, 1998). There
is no account taken of the difference in emissions caused by acceleration and
deceleration found in congested areas or at traffic lights (DETR, 1998; Schmidt and
Schäfer, 1998). It is important to bear in mind that in all situations there will be
some pollution component not incorporated within the model: the goal is to make
this as small as possible or as is necessary for the application (Peace et al., 1998).

Meteorological data will never be entirely accurate and realistic attempts to
model atmospheric diffusion and mixing processes are extremely difficult (Hewitt
and Harrison, 1986; Dabberdt and Miller, 2000). The mixing height is an important
meteorological input parameter and can lead to large errors in modeled ground-level
pollution concentrations (Lena and Desiato, 1999).

The urban environment is so complex that although it is possible to model modest
street-level wind patterns, it is impossible to adapt the methods to a whole city area
(Johnson and Hunter, 1999; Theurer, 1999). The type of roof, vegetation cover, and
even the location of parked cars affect wind patterns and with the added complexity
of turbulent flow, it is difficult to extrapolate concentrations from one location to
another (Tirabassi, 1999).
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8.2.1.2 Model Output

 

The Eularian Grid (or regional) model within Indic-Airviro calculates hourly pollu-
tion levels across each grid by assessing emission sources directly within the grid,
emissions that migrate from adjacent grids, and pollution levels remaining in the
grid from the previous hour (SMHI, 2000). The resulting grid pollution estimates
can be exported as shapefiles (the file format for the GIS ArcView

 

®

 

 system) or text-
delimited ASCII for further analysis and manipulation within a GIS.

The study area (Figure 8.2) was set up to include as much of the populated area
within Sheffield as possible, while maintaining a 200-meter grid resolution. For each
of the 10,847 200-meter grids, air pollution was calculated on an hourly basis, as
micrograms per square meter (

 

m

 

g/m

 

3

 

) and the following statistics were derived: mean
annual, minimum, maximum, daily maximum, standard deviation, and 90th percen-
tile. The pollutants for the data collected include CO, NO

 

x

 

, and PM

 

10

 

. Data were
collected on an annual basis for the years 1994 to 1999 (excluding 1998 due to
problems with the metrological data, see above).

A background figure of 15 

 

m

 

g/m

 

3

 

 was added to all PM

 

10 

 

grid cells to represent
PM

 

10

 

 emissions from external sources outside the study area. This is in accordance
with the Department for Environment, Food, and Rural Affairs’ (DEFRA) guidelines
and supported by the Environmental Protection Service, Sheffield City Council. The
data output from Indic-Airviro is illustrated in Figure 8.3A–C.

 

8.2.2 M

 

ODEL

 

 V

 

ALIDATION

 

Model validation is undertaken to check that modeled results are similar to the real
world pollution values as measured by monitoring stations. Any differences between
modeled and actual results may be due to modeling errors. Errors can take one of
two forms. Systematic error (or bias) is where a model persistently over- or under-
predicts given certain conditions and requires the model to be calibrated (DETR,
1998). Uncertainty (or random error), on the other hand, can never be eliminated
and all predictions should be given with an accuracy assessment (usually incorpo-
rated using standard deviations) obtained through assessing model validity (Hedley
et al., 1997). There is also the problem that errors may propagate within the model
(Benarie, 1987).

The first stage of model validation is a visual check to see if the data appear as
we expect it. In the case of air pollution, we expect levels to be high around major
road networks, industrial, and city center areas. In the case of the PM

 

10

 

 data, there
were high concentrations around the city center that were not expected. These proved
to be council estates that were still being recorded within the emissions database as
nonsmokeless coal burners. This is no longer the case, so areas affected by this
problem will be excluded from future analysis. This highlights the need to contin-
ually use and check the data to improve it. The more the data are utilized, the greater
the incentive to maintain data. Comparisons were made with the original data within
the emissions database and previous data runs produced by the Environmental
Protection Service, Sheffield City Council.

 

TF1643_book.fm  Page 130  Wednesday, April 28, 2004  1:18 PM



 

Using Modeled Outdoor Air Pollution Data for Health Surveillance

 

131

 

The second and more rigorous stage of model evaluation compares modeled
pollution concentrations at specific points where monitored data are also available.
Two suitable validation methods are possible: root mean squared error (RMSE) and
the National Society for Clean Air (NSCA) and Environmental Protection regression
approach. There are two fixed pollution-monitoring sites within Sheffield, monitored
by DEFRA and the Environmental Protection Service (within Sheffield Council)
owns three mobile Groundhog monitoring units.

RMSE computes the square root of the average squared difference between each
corresponding monitored and modeled pollution value. By taking the square root,
the index is scaled back to the original units. The procedure entails first squaring
and then summing the difference between the monitored and modeled pollution
values, dividing by the sample number, and finally taking the square root. In contrast,
the NSCA regression approach creates a best-fit line between the monitored and
modeled pollution values and then compares the monitored values to those expected
from the best-fit relationship. Each monitored value is multiplied by the slope of
the best-fit line and added to the intercept to give the corresponding value of the
best-fit line. The standard deviation of the difference between the best-fit line value
and modeled values is divided by the mean of the monitored values to give an

 

FIGURE 8.3A

 

The average of the annual mean pollution levels, 1994 to 1999 (excluding
1998): NO

 

x
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m
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3
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uncertainty factor. The pollution value of interest (e.g., mean annual CO level for
1994) is multiplied by the uncertainty factor to provide an estimate of the level of
uncertainty relevant to the level of pollution itself.

The NSCA regression approach allows for the fact that higher pollution estimates
are likely to have higher levels of absolute error. For example, given two modeled
pollution values of 2 

 

m

 

g/m

 

3

 

 and 200 

 

m

 

g/m

 

3

 

, it is unlikely that that both would be
over- or underestimated by the same absolute amount (e.g., 100 

 

m

 

g/m

 

3

 

). Instead, it
is more likely that higher absolute error is found at higher pollution levels. The
method allows for a relatively small number of data points and yet is simple enough
to be used effectively by people who may not have an in-depth knowledge of
statistical methods. One of the main differences between the two methods is that
the NSCA regression-based procedure is not affected by the lack of background
measurements for a pollutant: for it examines the relationship between the data
points. However, one might argue that background pollution is an important element
in measuring overall pollution levels and should be included when validating any
model.

The NO

 

x

 

 model validation illustrates that results from the Indic-Airviro model
(using the emissions database and weather data) are considerable overestimates when

 

FIGURE 8.3B

 

The average of the annual mean pollution levels, 1994 to 1999 (excluding
1998): CO (
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g/m
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compared with monitored levels (Figure 8.4 and Table 8.1). However, pollution
concentrations are all overestimated by the model at a broadly comparable level,
suggesting that as relative measures of pollution concentration they are probably
valid.

There is a much closer association between modeled and monitored PM

 

10

 

 values,
although the Indic-Airviro model appears to underestimate pollution values slightly
(Figure 8.5 and Table 8.1). There is an evident spatial pattern within the differences
between modeled and monitored CO values (Figure 8.6 and Table 8.1). The Indic-
Airviro model underpredicts pollution values for the city center (Data Point 1 to
Data Point 3) to a greater extent than the values obtained for the Tinsley site (Data
Point 4 to Data Point 8). This may reflect missing or incorrect components within
the emissions database, problems with monitoring equipment, or differences in site
location.

These validation results should be taken with an element of caution because the
comparison is between area-based modeled air pollution (pollution for a grid cell)
and point source monitoring concentration. This raises statistical issues that share
common ground with the change of support problem in geostatistics (see, e.g.,
Haining, 2003). Some of the differences between the two sets of results will be due

 

FIGURE 8.3C

 

The average of the annual mean pollution levels, 1994 to 1999 (excluding
1998): PM
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to the smoothing effects of grid cells. All results are based on a small sample due
to limitations with the monitoring data and care should be taken not to overinterpret
these results.

Overall, the results generally imply that although we cannot be entirely certain
of the absolute pollution values obtained, we are confident in them as relative
pollution values. Order differences in the modeled pollution values are probably
valid so that the model data are at least valid at the ordinal level of measurement.

However, we must add a further word of caution. When comparing model
estimates to monitored levels of pollutants one should always remember that the
monitors are themselves not accurate. The governmental Automated Urban Network
(AUN) has an accuracy of approximately 

 

±

 

10 percent (SO

 

2

 

, CO, NO, NO
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,

 

 

 

and O

 

3

 

)
(Leicester City Council, 2000).

Wong et al. (1999) and Leicester City Council (2000) suggest that TEOM
(tapering element oscillating microbalance) methods for measuring PM

 

10

 

, as used
by Sheffield City Council, underestimate particle mass compared to other techniques
(such as BAM — beta attenuation monitoring). It has been estimated that TEOM
estimates should be multiplied by a factor of 1.3 (Airborne Particle Expert Group,
1999), although care needs to be exercised because of the nonlinear nature of the
underlying relationship.

Although monitoring sites should ideally be placed within a mixture of land
uses — residential, industrial, and rural — for optimal model validation, under
DETR (2000) guidelines “sites must be located where there is likely to be human

 

FIGURE 8.4

 

Graph of modeled and monitored data, workings, and examples for NO
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validation. Examples for NSCA regression-based approach: (1) Annual mean (1994 to 1999)
= 42.79, 42.79 * 0.64 = 27.39, annual mean = 42.79 ± 27.39 
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; (2) maximum pollution
value = 420, 420 * 0.64 = 268.61, max = 420 ± 268.61 
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. Examples for DETR root
mean squared error approach: (1) Annual mean (1994 to 1999) = 42.79, annual mean = 42.79
± 189.02 
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; (2) maximum pollution value = 420, max = 420 ± 189.02 
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exposure over the relevant time period for each pollutant.” Hence, monitoring sta-
tions are frequently unrepresentative of the study area and positioned in built-up
locations (without a suitable rural station) and in areas of high pollution; in addition,
there are usually far fewer monitoring sites than necessary due to the high financial
costs of recording pollution levels.

 

8.3 LINKAGE TO CENSUS UNITS: AREAL 
INTERPOLATION

 

To compare different datasets, the spatial frameworks on which the data are collected
should be the same. If data are collected using spatial frameworks that are incom-
patible (i.e., they do not match), then it will be necessary to achieve compatibility.
The process of transferring data from one spatial framework to another is termed
areal interpolation. In our example, we have air pollution levels recorded on a grid,
but health, socioeconomic, and demographic data recorded by the smallest reporting
unit used in the British population census, the enumeration district (ED). It seems
sensible to transfer the air pollution data reported to an arbitrary grid to the ED
framework.

 

TABLE 8.1
Site Information and Validation Data

 

NO

 

x

 

PM

 

10

 

CO

Site Monitored Modeled Monitored Modeled Monitored Modeled

 

1 DEFRA City 
Center 1996

189.91 200.03 36.09 30.13 628 395

2 DEFRA City 
Center 1997

194.04 202.27 33.01 30.19 651 406

3 DEFRA City 
Center 1999

166.47 170.49 25.57 26.53 497 345

4 DEFRA Tinsley 
1994

119.35 300.31 452 440

5 DEFRA Tinsley 
1995

111.82 365.40 789 542

6 DEFRA Tinsley 
1996

100.48 351.16 638 525

7 DEFRA Tinsley 
1997

105.50 361.41 615 535

8 DEFRA Tinsley 
1999

186.90 329.61 476 481

9 Groundhog 1a 1999 114.37 329.61 27.51 32.59

10 Groundhog 1b 1999 128.50 146.27 19.06 24.72

11 Groundhog 2a 1999 122.75 373.67 29.46 33.40

12 Groundhog 3a 1999 176.93 191.30 22.59 23.41
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FIGURE 8.5

 

Graph of modeled and monitored data, workings, and examples for PM
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validation. Examples for NSCA regression-based approach: (1) Annual mean (1994 to 1999)
= 18.97, 18.97 * 0.10 = 1.80, annual mean = 18.97 ± 1.80 

 

m

 

g/m

 

3

 

; (2) maximum pollution
value = 65.1, 65.1 * 0.10 = 6.51, max = 65.1 ± 6.51 
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. Examples for DETR root
mean squared error approach: (1) Annual mean (1994 to 1999) = 18.97, annual mean =
18.97 ± 4.11 
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; (2) maximum pollution value = 65.1, max = 65.1 ± 4.11 
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FIGURE 8.6

 

Graph of modeled and monitored data, workings, and examples for CO vali-
dation. Examples for NSCA regression-based approach: (1) Annual mean (1994 to 1999) =
121.36, 121.36 * 0.11 = 13.73, annual mean = 121.36 ± 13.73 
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; (2) maximum pollution
value = 708, 708 * 0.11 = 80.09, max = 708 ± 80.09 
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. Examples for DETR root mean
squared error approach: (1) Annual mean (1994 to 1999) = 121.36, annual mean = 121.36 ±
176.56
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; (2) maximum pollution value = 708, max = 708 ± 176.56
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The decision was made to calculate the mean pollution level for each ED.
Each ED contains approximately 150 households (Rhind, 1991). Pollution
estimates for the EDs should reflect the underlying population distribution within
each ED, thereby giving an approximate measure of the true average exposure for
people residing in each ED (Brindley et al., in press). This is likely to be partic-
ularly important where the population in an ED is concentrated in one part of the
ED and there is considerable variation in pollution levels within the geographic
area of the ED.

There are numerous methods of areal interpolation including area weighting,
point-in-polygon, dasymetric mapping, linear regression-based analysis, the expec-
tation maximization (EM) algorithm, and numerous surface measures. Each method
encompasses advantages and disadvantages and has its own assumptions that affect
the likely accuracy of the method (see Fisher and Langford, 1995; Flowerdew and
Green, 1989, 1990; Flowerdew et al., 1991). For a short review, see Haining (2003).

Ideally, we want to measure people’s exposure to the air pollutants. It is possible
to use commercial databases for the location of postal addresses to obtain relatively
fine-grained information about the location of population. In the British postcode
system, the finest level of detail is the unit postcode (e.g., S10 2TN), which is used
for a single large user (such as a business) or a group of approximately 12 houses
(Raper et al., 1992). The British Ordnance Survey produces the Code-Point

 

®

 

 product,
which provides a precise geographical location for each unit postcode (at one meter
precision) and the number of domestic and nondomestic delivery points. PostPoint

 

®

 

Professional, produced by MapInfo and based on Code-Point, also includes addi-
tional error checks.

Area weighting (or polygon overlay) estimates the value for the target unit as
the area weighted average of the values for source units that overlap it (see example
in Figure 8.7). This method assumes that the variable of interest is distributed
homogeneously within the source units.

Point-in-polygon methods assign the data to representative points, for example,
polygon centroids or population weighted centroids that summarize the area data
(Bracken and Martin, 1989). Thus, it is assumed that all of the spatial objects are
exactly located at the representative points (Sadahiro, 1999). This method is illus-
trated in Figure 8.8, whereby ED1 is represented by Point A and Point B summarizes
the data relating to ED2.

 

FIGURE 8.7

 

Area weighted interpolation.
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If health data were available at the individual level, the patient’s postcode could
be used to determine their geographic location. Point-in-polygon areal interpolation
could be used to determine the pollution grid in which the patient’s location is
contained. However, if only aggregate health data is available or it is desired to use
data relating to other boundaries (e.g., census data for population age and sex
baselines), then the following procedure could be used to provide an estimation of
people’s exposure within each ED.

Using the PostPoint data, it is possible for a number of representative points to
be used for a single ED. Thus, the average pollution values at every PostPoint point
within each ED, weighted by the number of domestic properties, were used to
estimate the average pollution exposure for each ED. Only the 1030 EDs that were
completely within the study area were included. An example of the procedure is
given in Figure 8.9, while Figure 8.10 illustrates the results obtained for NO

 

x

 

.
A problem with this methodology is that people move around and rarely spend

the majority of their time at their home location (except for the elderly age group,
which is generally less mobile than other age groupings and the most likely age
group to suffer from the effects of cardiovascular and respiratory disease) (National
Travel Survey, 1999). Therefore, some measure is needed to capture the daily activity
spaces of residents to try and measure the extent of people’s mobility and the effect
of this mobility upon an ED’s average pollution exposure. One solution (see Brindley
et al., in press) would be to construct buffers around each postcode unit, using a
radius threshold. The average journey length by mode of transport as supplied within
the National Travel Surveys could provide an approximate indicator for activity
space (Table 8.2).

 

FIGURE 8.8

 

Point-in-polygon areal interpolation.
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FIGURE 8.9

 

Example of point-in-polygon areal interpolation using PostPoint, weighted by
the number of domestic properties.

 

FIGURE 8.10

 

The NO

 

x

 

 average of the annual mean pollution levels, 1994 to 1999 (exclud-
ing 1998) for Sheffield enumeration districts (
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).

ID Domestic Pollution Dom*Poll

properties for grid
1 13 16.95 220.38
2 3 18.29 54.88
3 33 16.72 551.63
4 31 16.97 526.19
5 19 16.97 322.51
6 3 17.40 52.20
7 33 17.02 561.80
8 20 17.72 354.44
9 7 18.72 131.04

Sum 162 2775.06
Average 17.42

Weighted average = 17.13
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Buffers of 1 kilometer (reflecting average walking distance journey), 2 kilome-
ters, and 4 kilometers were constructed. It was felt that any variation in pollution
concentrations would be diminished seriously if spatial averages were calculated
using a buffer radius greater than 4 kilometers. The buffers for each ED can then
be aggregated together to form a single buffer-region for each ED (Figure 8.11).
The pollution value at each postcode location within each ED buffer can be averaged
and weighted according to the number of domestic properties. The spatially
smoothed results for CO are illustrated in Figure 8.12.

The damaging effects of air pollution are frequently due to the combined effects
of several air pollutants (Hall, 1996). Consequently, analysis should incorporate all
relevant air pollutants (Brown et al., 1995). This is also important when attempting
to model the complex interactions that occur between pollutants (Brown et al., 1995;
Clarke, 1986; Mukherjee et al., 2000). Derwent et al. (1995) and Künzli et al. (2000)
found that NO

 

x

 

, CO, and PM

 

10

 

 all had a high degree of interdependence and, as
such, any pollutant-by-pollutant technique could possibly overestimate effects. This
makes it difficult (if not impossible) to separate the effects of any one given pollutant.
This point is further demonstrated in the graphs in Figure 8.13.

 

8.4 AIR POLLUTION VALUES BY ED IN RELATION TO 
POPULATION EXPOSURE

What is the relationship between these aggregate (ED level) pollution data and the
real exposure experiences of people, given that their exposure is purely identified
by the location of their home address? These aggregate pollution data make no
allowance for the fact that people may not continually remain in a given locality

TABLE 8.2
Average Journey Length by Mode of Transport

1992/1994 1997/1999

Miles Kilometers Miles Kilometers
Walk 00.6 01.0 00.6 01.0
Bicycle 02.0 03.2 02.4 03.9
Car 08.5 13.8 08.6 13.8
Motorcycle 07.0 11.3 09.6 15.4
Other private 14.5 23.3 17.0 27.4
Bus (London) 03.3 05.3 03.5 05.6
Bus (other) 04.1 06.6 04.4 07.1
Nonlocal bus 60.0 96.6 61.5 99.0
Surface rail 31.2 50.2 33.7 54.2
Taxi/minicab 03.8 06.1 04.4 07.1
Other public transport 31.0 49.9 43.1 69.4
All modes 06.1 09.8 06.5 10.5

Source: National Travel Survey 1997/1999 update.
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and undertake long-term migration (as opposed to the more short-term daily migra-
tion discussed within Section 8.3). In addition, people have a tendency to spend a
large proportion of their time indoors; yet modeling is usually performed to generate
outdoor pollution concentrations. These issues are discussed below.

8.4.1 LONG-TERM POPULATION MOVEMENTS

In assigning air pollution exposures to individuals, one of the issues to consider is
that over the duration of a long-term study, people will tend to move address. To
gain some insight as to the size of these population movements, we used data from
the Sheffield Health and Illness Prevalence Survey carried out in 1994, to then link
to subsequent information to create a cohort study. A sample of 12,239 randomly
selected individuals aged 18 to 94 years were followed over an eight-year period
between 1994 and 2002. The sample was representative of all socioeconomic groups
and the proportion of males and females was 44 and 56 percent, respectively.

This study used a record of date stamped address postcodes to identify the
residential movements made by the cohort individuals over the eight-year study
period. Sheffield Health Authority maintained the postcode changes and updates. To

FIGURE 8.11 Methodology for constructing spatially smoothed pollution estimates.
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avoid problems arising from postcode changes made for administrative reasons (i.e.,
the postcode of an address had been changed, but the geographical location of the
address remained unchanged), a comparison of postcode coordinates rather than
postcodes themselves was used to identify changes of location. Postcode coordinates
were accurate to within 50 meters of the center of the postcode, which was acceptable
relative to the 200-meter grid squares on which air pollutant levels were modeled.

Over the study period, 1491 people died while living in Sheffield, 1572 moved
out of Sheffield, and 9176 remained alive and lived in Sheffield for the full duration
of the study. Those individuals who either moved away from Sheffield or died were
considered as cohort losses from the date of their move or their date of death. Of
the 9176 individuals who remained residents of Sheffield over the entire study period,
the number of internal address changes was tracked from the record of date-stamped
residential postcodes. This data showed that of these 9176 cohort members,

FIGURE 8.12 Spatially smoothed CO average of the annual mean pollution levels (1994
to 1999, excluding 1998) for Sheffield enumeration districts (mg/m3). (a) 1-km spatial
average; (b) 2-km spatial average; (c) 4-km spatial average.

a b

c
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approximately 70 percent did not move, 23 percent made one move, 5 percent made
two moves, just over 1 percent made three moves, and less than 1 percent made four
or more moves (Table 8.3). Stratification by age showed that the youngest age group
(18 to 44 years) was twice more likely to make one or more moves than those aged
45 years and older. However, the proportion of individuals making more than three

FIGURE 8.13 Scatterplots of untransformed enumeration district pollution values: pollution
interdependence graphs.
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moves was less than 1 percent in all three age groups (Table 8.4). These figures
showed a similar pattern when looked at by gender.

These data suggest that ideally, population movement should be taken into
account when estimating long-term exposure to outdoor air pollution. However, this
is not usually possible in ecological studies using routine data because of data
constraints. The issue of potential misclassification of exposure for a significant
proportion of the population therefore needs to be considered in such studies.

8.4.2 OUTDOOR AND INDOOR POLLUTION LEVELS

One of the problems of exploring the relationship of modeled air pollution and
ill health is that it assumes that people are exposed only to outdoor air pollution

TABLE 8.3
Number of Address Moves Made within Sheffield by Individuals Who 
Remained as Residents of Sheffield over the Full Duration of the Study

Number of 
Internal 
Moves

Male Female Total

n Percent n Percent n Percent
0 2817 69.9 3581 69.6 6398 69.7
1 0948 23.5 1167 22.7 2115 23.0
2 0208 05.2 0285 05.5 0493 05.4
3 0040 01.0 0074 01.4 0114 01.2
4 0011 00.3 0032 00.6 0043 00.5

>4 0004 00.1 0009 00.2 0013 00.1
Total 4028 5148 9176

TABLE 8.4
Number of Address Moves Made within Sheffield by Individuals Who 
Remained as Residents of Sheffield over the Full Duration of the Study by 
Age Group

Number 
of 

Internal 
Moves

Age 18–44 years Age 45–64 years Age 65+ years

n Percent n Percent n Percent
0 2559 57.9 2535 81.6 1303 79.0
1 1351 30.6 0475 15.3 0289 17.5
2 0371 08.4 0072 02.3 0050 03.0
3 0090 02.0 0017 00.5 0007 00.4
4 0038 00.9 0005 00.2 0000 00.0

>45 0011 00.2 0002 00.1 0000 00.0
Total 4421 3106 1649
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levels. Modeling indoor pollution levels is even more difficult and problematic
than outdoor pollution, especially at a large scale. However, people generally
spend between 75 and 90 percent of their time indoors (Dockery et al., 1981;
Lee et al., 1997).

Indoor pollution concentrations depend not only on outdoor emissions but also
on the type of cooking and heating systems, as well as ventilation. The association
between outdoor and indoor pollution levels also varies with particle size (Ando et
al., 1996). There has been considerable research comparing outdoor and indoor
pollution concentrations and although outdoor to indoor ratios appear encouraging
from a number of studies (Table 8.5), the evidence is not conclusive. There are strong
associations between outdoor and indoor air pollution concentrations, although other
factors also influence levels of indoor pollution. 

In addition, exposures other than outdoor air pollution have important respiratory
and cardiovascular effects, especially smoking and occupational exposure. Hence,
it may be difficult to apportion which factors lead to higher mortality or admissions
in certain circumstances. There is no easy method through which to determine how
well any such aggregate measure may reflect individuals’ pollution exposures, short
of continually monitoring a large number of individuals.

TABLE 8.5
Comparisons between Indoor and Outdoor Pollution Concentrations

Pollutant Source
Indoor Mean

(mmmmg/m3)
Outdoor Mean

(mmmmg/m3)
Indoor/Outdoor

Ratio
CO Valerio et al. 

(1997)
0007.8a00 009.55a 0.82

NO Drakou et al. 
(1998)

056.53* 070.66* 0.80

NO2 Drakou et al. 
(1998)

067.14* 088.04* 0.76

NOx Drakou et al. 
(1998)

126.98* 087.74* 0.68

O3 Drakou et al. 
(1998)

017.54* 037.14* 0.47

PM2.5 Lee et al. (1997) 025.30* 026.30* 0.96
PM2.5 Fischer et al. 

(2000)
19.5* 23.0* 0.85

PM10 Lee and Chang 
(2000)

1200.5* 134.00* 0.90

PM10 Fischer et al. 
(2000)

0029.500* 039.50* 0.75

SO2 Lee et al. (1997) 0006.180* 011.10* 0.56

a Denotes units represented are median (mg/m3) values.
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8.5 DISCUSSION

The continual development of complex dispersion modeling should allow for more
accurate modeling of air pollution levels. Yet such models can only ever be as
accurate as allowed by the specification and the quality of input data. Such modeling
is most suitable for areal units (such as the grids used in this example). Validation
procedures are essential in determining how reliable these estimated pollution con-
centrations are.

The recent rapid increase in the availability of digital data suitable for GIS has
facilitated the widespread development of GIS. This has also highlighted the growing
number of boundaries for which data are available. However, the problem arises as
to how to compare datasets where the boundaries are incompatible (i.e., they do not
match). The problem of incompatible zonal systems, where several variables needed
for analysis have not all been collected on the same spatial framework, is encountered
frequently within GIS. Such problems can only intensify with the creation of new
boundaries, for example, output areas (instead of EDs) for the 2001 population
census or new ward boundaries planned for 2004. New boundaries are not a problem
themselves, but they make comparisons between datasets problematic.

There are many methods of areal interpolation and, arguably, a better estimate of
people’s exposure levels within an ED can be obtained if information pertaining to the
populations’ location within the ED is utilized rather than disregarded. For continuous
data (in this example, air pollution) more information is lost because of aggregation
than in the case of discrete data (Haining, 2003). No detail on the variability in pollution
values within an ED can be derived from just the mean pollution value of the ED.

Within environmental epidemiology, exposure-disease relationships derived using
aggregate data are conceived frequently as weaker forms of analysis due to the problems
associated with ecological inference. Some of the issues associated with ecological
studies are discussed in Chapter 2, but space precludes detailed treatment of the prob-
lems associated with ecological inference (including the ecological fallacy) and the
modifiable areal unit problem (MAUP). For a fuller review of these problems, see
Haining (2003). However, aggregate analyses may be useful in helping to identify valid
hypotheses that may be followed up with other forms of epidemiological research.

Frequently, we are interested in pollution exposure levels of individuals. As
individuals, we exhibit extremely complex patterns of behavior as we move within
both space and time. Dispersion modeling of air pollution levels can never capture
the full complexity of exposure levels: incorporating such dynamic components as
when and where exercise occurs, modes of transport, and lung capacity to name just
a selection of the variables that will affect the level to which people are affected by
pollution levels.

Currently, we cannot continually monitor exposure levels of large numbers of
people. One possibility may come with the advancement of mobile phones with
access to the Internet and the ability to measure real-time positioning through global
positioning systems (GPS). It may be possible for mobile phones to also monitor
individual pollution exposures (Löytönen, 2001), also discussed in Chapter 17. For
now, aggregate pollution values from complex dispersion modeling, such as that
used in Sheffield, can provide some insight into people’s pollution exposures.
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9.1 INTRODUCTION

 

The effect of the environment on human health is an increasingly important issue
in the political, public, and scientific arenas. Reports of disease clusters associated
with environmental sources can cause great public anxiety and need to be handled
sensitively and effectively. The investigation of such concerns in a timely manner
requires the integration of systems, data, and expertise within short timescales.

The Small Area Health Statistics Unit (SAHSU) at Imperial College, London,
has developed a tool that helps in the initial stages of such investigations. The Rapid
Inquiry Facility has been developed to establish rapidly if the observed numbers for
an apparent cluster are greater than would be expected for a given population.
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Environment-health relationships may operate at a range of scales, from the
local to the international. As such, it is important that systems, data, and expertise
be shared between and within these scales. The aim of the European Health and
Environment Information System (EUROHEIS) project is to improve understanding
of the links between environmental exposures, health outcomes, and risk through
the development of integrated information systems for rapid assessment of relation-
ships between the environment and health at a geographical level in various European
countries.

This chapter focuses on integrated systems for the rapid initial assessment of
apparent disease clusters. Illustrated by the U.K. Rapid Inquiry Facility, it describes
some of the issues surrounding the establishment of similar systems in other Euro-
pean countries, drawing on experiences from the EUROHEIS project.

 

9.2 THE U.K. RAPID INQUIRY FACILITY

 

SAHSU holds national cause-specific data on deaths, births, cancer registrations,
hospital admissions, and congenital anomalies, using the postcode of residence to
locate cases to within 10 to 100 meters. Each record represents an event occurring
to an individual and includes date of birth, sex, cause, or procedure, and, most
crucially, a georeference in the form of a postcode. In 2000, there were around
1.6 million residential postcodes in use in the U.K. containing, on average, around
14 unique addresses each.

Denominator data is currently obtained from the 1991 Census at enumeration
district (ED) level for age and sex in five-year age bands. Using annual births and
deaths and a migration factor based on the estimate for the whole health authority,
mid-year ED population estimates have been derived up to 2000 (Arnold et al., 1999).

SAHSU also holds a range of geographical, socioeconomic, and environmental
data, all of which are geographically referenced. Using in-house database, statistics,
and GIS technology and expertise, these datasets can be integrated, analyzed, and
displayed. The resultant store of data is large (as shown in Table 9.1) and requires
substantial hardware to cope with the analysis.

The Rapid Inquiry Facility was originally developed in the mid-1990s 

 

 

 

(Aylin
et al., 1999), with the aim of facilitating the calculation of disease risk around a
point source of pollution. A customized system was developed, based around the
SAHSU database. The system was able to calculate, relatively rapidly, the indirectly
standardized mortality ratio (SMR) 

 

 

 

(Breslow and Day, 1987) and the standardized
incidence ratio (SIR), by dividing the observed number of health events by the
expected number (calculated based on a set of reference rates). Reference rates were
precalculated for speed, using rates from the U.K. Standard Region within which
the study area was located as the reference. Using the Carstairs index (Carstairs and
Morris, 1991), disease risks were also adjusted to allow for the potential confounding
effect of deprivation. The Carstairs index is a small area deprivation measure derived
from U.K. Census variables — overcrowding, access to a car, unemployment, and
social class of head of household — that has been shown to be strongly predictive
of mortality and cancer incidence (Jolley et al., 1982).
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For estimating the risk surrounding a point source, concentric bands (usually of
radius two kilometers and seven and a half kilometers) were drawn around the source
(specified either as a national grid reference or as a postcode that was then converted
to a grid reference). The EDs that had their population-weighted centroid falling
within the bands were then selected to form the study area and the risk was calculated
for each of the bands. To acknowledge sampling variability, 95 percent confidence
intervals for these risks were also calculated. The system could also generate con-
textual maps of the study area, together with basic disease maps. A description of
the SAHSU approach to the analysis of data around point sources and more general
geographical epidemiology can be found elsewhere (Elliott and Wakefield, 2000;
Elliott et al., 1995) and in Chapter 7.

The version of the Rapid Inquiry Facility described above and in Aylin et al.
(1999)

 

 

 

was fairly restrictive for users as it was developed within a UNIX environment
and required that they acquire a number of software packages and development
tools, including Tcl/Tk, Oracle

 

®

 

 PL/SQL™, ArcInfo™ AML, C, and HTML. A key
part of the EUROHEIS project (described in more detail below) was to make the
Rapid Inquiry Facility more generic so that users from other countries would be
able to adapt and implement the system. The latest version (Cockings and Jarup,
2002), therefore, employs two relatively common and affordable software packages
— ArcView

 

®

 

 3.2 and Oracle9i™ (a copy of Oracle Personal is sufficient) and the
code has been written more generically to enable it to operate on datasets that are
in the appropriate, prespecified format. The Rapid Inquiry Facility is now platform
independent and more exportable for other users. Additional functionality has also
been developed, including the ability to calculate directly standardized rates

 

TABLE 9.1
Data Held at the Small Area Health Statistics Unit in 2002

 

Dataset Years Years No. Records Total (Mb)

 

Cancer 1974–1998 25 06,783,072 01,218
Births 1981–2000 18 14,400,364 01,426
Deaths 1981–2000 18 12,657,648 01,664

 

Hospital Admissions

 

England (HES) 1992–1999/2000 07 76,421,934 20,500
Scotland 1992–1999/2000 07 05,740,948 20,772
Wales (PEDW) 1991–2000 09 07,241,139 01,420
Northern Ireland (HIS) 1991/2–1994/5 04 01,566,000 20,357
Populations 1981, 1991 census 01,672,000 20,472
Socioeconomic variables 1981, 1991 census 01,971,000 20,103
Postcode data 02,041,000 20,688
Geographical data [GIS datasets] 05,000
Other data 18,000

 

Note: 

 

HES = Hospital Episode Statistics; PEDW = Patient Episode Database for Wales; HIS =
Hospital Information System.
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(MacMahon and Trichopoulos, 1996) and extended output options such as the gen-
eration of contextual and disease maps in .jpg and .wmf format and tabular or text-
based output in .html or comma-separated format. A further additional feature is the
production of smoothed maps of disease risk. For small area disease mapping, large
differences in health risk between small areas may arise simply due to chance, even
when several years of data are used. This is particularly true when the numbers of
cases are small (e.g., typically, an electoral ward will have fewer than 10 deaths
from heart disease in the under-75 age group per year). The system applies empirical
Bayesian smoothing (Clayton and Kaldor, 1987) to the risk estimates giving a more
robust estimate of the true ward relative risks than the raw SMRs. Further details
of the functionality, methodology, and system architecture of the latest version of
the U.K. Rapid Inquiry Facility can be found in Cockings and Jarup (2002).

 

9.3 EUROPEAN HEALTH AND ENVIRONMENT 
INFORMATION SYSTEMS

 

The EUROHEIS project was conceived in 1999 as a natural extension to the Rapid
Inquiry Facility project. Its aim was to improve understanding of the links between
environmental exposures, health outcomes, and risk through the development of an
integrated information system for the rapid assessment of spatial relationships
between the environment and health. Its objectives were to develop further the U.K.
Rapid Inquiry Facility system and to make its underlying concepts, methods, and
techniques available to other countries. A further aim was to share expertise in the
field. Partners from seven countries collaborated on the project (Table 9.2). (The
National Institute of Public Health and the Environment (RIVM) in the Netherlands
also joined in 2002 as a nonfunded partner.)

The European Commission, Directorate-General Health and Consumer Protec-
tion, Luxembourg funded the project under the program Action on Pollution-Related
Diseases. It was constructed as a three-year program, comprising a feasibility study
in year one (2000), an implementation phase in year two (2001 to 2002), and an
evaluation phase in year three (2002 to 2003). This section presents results from the
feasibility phase and discusses early reflections on the implementation phase. 

 

TABLE 9.2
EUROHEIS Partners

 

SAHSU, Dept. Epidemiology and Public Health, Imperial College United Kingdom
National Board of Health Denmark
National Public Health Institute Finland
Trinity College, University of Dublin Ireland
WHO European Center for Environment and Health, Rome Italy
Dept. Statistics and Operation Research, University of Valencia Spain
Dept. Epidemiology, Stockholm Center of Public Health Sweden

 

TF1643_book.fm  Page 154  Wednesday, April 28, 2004  1:18 PM



 

Health and Environment Information Systems

 

155

 

9.4 REQUIREMENTS FOR HEALTH AND 
ENVIRONMENT INFORMATION SYSTEMS

 

The feasibility stage of the EUROHEIS project involved the definition of a set of
data requirements for the development of integrated systems in different countries
and the consideration of a range of issues associated with their implementation,
including political and organizational feasibility, data access and confidentiality
issues, and technical requirements.

 

9.4.1 D

 

ATA

 

 R

 

EQUIREMENTS

 

Informative analysis using a Rapid Inquiry Facility system requires the availability
of data of a suitable quality. These requirements have already been discussed in
detail elsewhere (Cockings and Jarup, 2002), thus only a brief overview is given
here. Five main types of data may be identified:

1. Health
2. Denominator
3. Socioeconomic
4. Environmental
5. Geographical

A variety of health datasets may be available within different countries; typical
examples include mortality registrations, cancer registrations, hospital admissions,
and congenital malformations. These datasets are all routinely collected within the
United Kingdom. Nonroutinely collected datasets could also feasibly be used. The
key requirements are a diagnostic code, date of event, age, and sex of the person
(or mother in the case of birth-related events), and some form of georeferencing.

To calculate rates of diseases or health events within geographical areas it is
necessary to be able to calculate the denominator population. Denominator data are
usually obtained from population data, but for some health events, an alternative
denominator is more appropriate. For hospital admissions it is sometimes more
meaningful to use total admissions as a denominator rather than total population. It
is important to remember that any inaccuracies in estimating the denominator will
affect the disease rate estimates. Denominator datasets must contain a date (to
indicate when they were collected or modeled), they must be broken down by age
and sex (to enable age-sex specific rates to be applied), and they must be geograph-
ically referenced. In some instances, individual level denominator data may be
available; in others, only aggregated data will be available.

Variations in socioeconomic characteristics at the individual and group level
frequently show strong correlations with both health and environmental factors, but
the relevance of different factors varies between countries. For example, in the United
Kingdom, in the context of point-source investigations and disease and exposure
mapping, deprivation is the most commonly used measure of socioeconomic status
of individuals or groups. Usually this is assessed by using some form of score such
as the Carstairs index (Carstairs and Morris, 1991) or the Townsend index (Townsend
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et al., 1988), which combines different factors thought to be indicators of deprivation,
such as social class and overcrowding. In Finland, people’s occupations have been
shown to be a useful measure of socioeconomic status relative to health (Pukkala,
1995). Whereas in Denmark, education is one of the most important variables for
such studies (Lissau et al., 2001).

The environmental exposures of concern vary in different countries and through
time. For example, in the United Kingdom, current concerns include traffic-related
air pollution, point-source emissions (e.g., from industrial activities or incineration),
electromagnetic fields, landfill and waste sites, and drinking water quality (e.g.,
disinfection by-products). In the wake of the bovine spongiform encephalitis (BSE)
crisis, food-borne exposures are also a major focus of concern. In Spain, environ-
mental concerns are focused on drinking water quality and air pollution. Intensive
agricultural activities tend to disseminate chemical contaminants, but industrial and
tourist activities are producing an excess of water consumption that tends to impov-
erish water resources. In main Spanish cities, air pollutants such as black smoke,
total suspended particles, NO

 

2

 

, SO

 

2

 

, and CO are of concern for their effects on health.
The assessment of a causal relationship between a health outcome and an

environmental factor is extremely problematic. Measuring individual-level exposure
is rarely feasible due to its costly and time-consuming nature and because of the
ethical and confidentiality issues involved. Even if individual-level exposure data
are available, it is still difficult to prove a causal relationship. In countries such as
the United Kingdom and the United States, confidentiality issues also restrict the
availability of individual-level health outcome data. Instead, many investigations are
forced to employ group level data and to undertake ecological studies. Ecological
studies cannot prove causal relationships, but they may suggest associations between
environmental factors and health outcomes. In such ecological studies, environmen-
tal data should be of the highest possible spatial resolution and should ideally be
validated using measured data from a sample of individuals. When estimating or
modeling exposure, the long latency periods associated with many of the diseases
of importance in today’s Western societies should be taken into account and, where
possible, information on migration should be obtained to inform the exposure assess-
ment and to aid the interpretation of results.

Many environment-health investigations use data aggregated by geographical
area. This may be through choice (because it is believed that there are explicit area-
level effects in operation or because decisions are needed at an area level to aid
policy implementation) or through necessity when individual level data are not
available (usually due to confidentiality constraints). Often, these units reflect admin-
istrative boundaries or data collection units, rather than the spatial distribution of
the underlying phenomena. Interpretation should always be undertaken with this in
mind. A further problem is that different datasets are often only available for non-
matching sets of geographical units. Interpolation is therefore necessary to integrate
the datasets onto a common set of geographical units. Again, the assumptions made
in such interpolations must be borne in mind at the interpretation stage. The data
requirements depend on the units selected and on the degree of interpolation required,
but usually involve at least the following:
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• Digital boundaries of the different geographical units
• Centroids of the geographical units (ideally population-weighted)
• Look-up tables linking the various geographical units

GIS techniques are invaluable for transferring data between sets of nonmatching
geographical units. For example, grid-referenced address-based health data can be
aggregated into grid squares using point-in-polygon techniques or exposure data for
water supply zones can be interpolated onto another set of geographical units accord-
ing to the proportion of each water supply zone’s area falling within each unit (area-
weighted interpolation).

 

9.4.2 P

 

OLITICAL

 

 

 

AND

 

 O

 

RGANIZATIONAL

 

 F

 

EASIBILITY

 

The organizational framework required to implement and use a Rapid Inquiry Facil-
ity as part of the decision-making process depends on the proposed usage of the
system. A Rapid Inquiry Facility may be used in a number of ways, from responding
to infrequent inquiries on an ad hoc basis to using the system for some sort of regular
surveillance. Whatever the scale of implementation and precise purpose, the suc-
cessful use of such systems for decision making requires the development of a
network of key agencies and individuals involved in the investigation of relationships
between the environment and health. According to Cockings and Jarup (2002),
organizations likely to be involved include:

• The national bodies responsible for health and the environment
• Regional and local health authorities
• Local authorities
• Census agencies
• National statistics offices
• National, regional, and local health registries
• National mapping agencies
• Private data suppliers
• Academic, research, and quasi-public institutions

Ideally, these organizations need to be involved not only in the setting up of such
systems, but also in their development and support so that data quality, methodolog-
ical issues, and interpretation of results can be discussed as part of a continuous
dialogue. Ideally, a team of skilled and experienced specialists in epidemiology,
public health, spatial statistics, geography, GIS, environmental science, and IT is
needed to support and develop these systems.

 

9.4.3 D

 

ATA

 

 A

 

CCESS

 

 

 

AND

 

 C

 

ONFIDENTIALITY

 

 I

 

SSUES

 

In many countries, concerns over disclosure control mean that individual-level health
and health-related data are frequently not available. Instead, the data are spatially
aggregated to an area sufficient to guarantee confidentiality. The problem is that if
this area is too large it will limit the usefulness of any analysis, especially for
informing policy.
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The purpose behind a Rapid Inquiry Facility system is to provide rapid initial
assessment of potential links between the environment and health. This requires
either that the various datasets are obtained from the data providers and integrated
into one georeferenced system in one organization (as in the United Kingdom at
SAHSU) or that the datasets can be rapidly and efficiently queried across some form
of network or Internet connection. Confidentiality concerns, security considerations,
dataset sizes, and ownership issues will all influence whether the datasets are held
centrally or by individual organizations. A further consideration is that the integration
of the datasets into one central database in one location enables the cross-referencing
and crosschecking of the different datasets. Experience in the United Kingdom has
shown the usefulness of this through the identification of various systematic errors
in the georeferencing and coding of various datasets (as provided by the data
providers). This sort of added value is a distinct advantage of having a Rapid Inquiry
Facility based in one location.

 

9.4.4 T

 

ECHNICAL

 

 R

 

EQUIREMENTS

 

The U.K. Rapid Inquiry Facility employs two types of software: a database man-
agement system (DBMS) and a GIS. The DBMS provides database functions,
including querying and indexing, which enable the efficient searching for and
retrieval of records, together with the calculation of statistics. GIS provides the
ability to overlay the various georeferenced datasets and to undertake spatial analysis.
In particular, it provides the means of defining areas of exposure and of identifying
populations at risk. It also provides the facility for producing maps and for carrying
out visual exploratory spatial data analysis. Although it is true that most GIS incor-
porate significant database management functions, if the datasets involved are large
and if the system is to be used in a multiuser environment, then the database functions
of the GIS alone may be insufficient and a dedicated DBMS may be preferable (in
conjunction with GIS).

 

9.5 EUROHEIS PARTNER EXPERIENCES

 

Most of the EUROHEIS partners have gone on either to implement the U.K. Rapid
Inquiry Facility or to build different systems based on the U.K. experience. This
section reports briefly on some of their experiences.

 

9.5.1 S

 

WEDEN

 

 

 

AND

 

 S

 

PAIN

 

Sweden and Spain have implemented the U.K. version of the Rapid Inquiry Facility
with some modifications. In particular, the Spanish version of the Rapid Inquiry
Facility has been installed in two settings:

1.

 

Stand-alone PC

 

: Requiring the inclusion of Oracle and ArcView packages
jointly with the Rapid Inquiry Facility on a stand-alone PC running Win-
dows

 

®

 

 2000 operating system.
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2.

 

Rapid Inquiry Facility satellites of a central database

 

: Where many PCs
are connected to the central Oracle database held on a UNIX server. Data
are generated and updated in this central database while individual Rapid
Inquiry Facility packages are installed on different PCs.

Gathering, cleaning, and reformatting datasets to the required Rapid Inquiry
Facility formats have proven to be time-consuming jobs, but a library of Oracle
scripts has been developed for undertaking similar tasks in the future. Additional
work has been required on the Avenue (scripting language for ArcView) scripts
provided by the U.K. partner to adapt them for use with local data formats. Intensive
exchange between technical staff from all partner countries has resulted in practical
improvements for the future and has been a positive learning experience for all
involved.

Many of the current environment-health concerns in Spain are related to exposure
to different contaminants that, although spatially distributed, are not necessarily
associated with a simple, definable point source of pollution. The Spanish partner
has therefore extended the methodological functionality of the standard Rapid
Inquiry Facility program by adding a new option that accepts levels of exposure as
a covariate in the analysis, rather than defining exposure by distance to a source.

 

9.5.2 F

 

INLAND

 

Prior to its participation in the EUROHEIS project, Finland had already developed
a Rapid Inquiry Facility style system of its own, called the SMASH (Small Area
Statistics on Health) system (Kokki et al., 2001). This system has been modified in
collaboration with the EUROHEIS group. The Rapid Inquiry Facility system is also
being implemented alongside the SMASH system and a comparison between the
two systems will be made during the final phase of the EUROHEIS project.

 

9.5.3 D

 

ENMARK

 

The integrated Rapid Inquiry Facility model developed in the United Kingdom has
been the inspiration for the development of a system for investigating environment-
health relationships in Denmark. Less restrictive confidentiality constraints mean
that it is possible to develop a more comprehensive model in Denmark. The under-
lying health registers contain individual-level data that can be linked with geocoded
addresses and datasets holding information on population, the environment, and the
socioeconomic characteristics of individuals. The information system is being devel-
oped using ArcView 8i and database DB2 8i. The aim is to create a Web-based
information system with different levels of users and different levels of authorization.
The interface will be linked to the database, which will be updated periodically to
ensure that the system does not lose its immediacy.

It is intended that the initial development of the system will be based on standard
reports and disease mapping. The next step will be Web-based standard reports and
the usage of disease mapping facilities. Finally, if a proper level of security can be
obtained, the system will be accessible for different user groups with a possibility
of user-defined reporting facilities. The user group will be limited to persons with
the professional background and capability to handle and analyze the data.
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Development of the system is based on close cooperation with a number of
specialists within the fields of medicine and environment. It is seen of vital impor-
tance that the system is based on data of high quality and that methods and models
are correctly incorporated in the system.

 

9.5.4 I

 

TALY

 

The Italian partner has been exploring the possibility of using the Rapid Inquiry
Facility for health impact assessment. The results indicate that it is feasible to apply
methods that allow the estimation of attributable risk with appropriate treatment of
several sources of systematic and random error. The methods have been explored
and tested, using real data from a participating country. Results suggest that it is
possible to develop a tool that can be used in conjunction with data on environment
and health to assist health professionals involved with health impact assessment.
The tool could facilitate the evaluation of the public health implications, allow
effective communication with the general public and decision makers alike, and,
ultimately, assist in the development of appropriate policies.

 

9.5.5 U

 

NITED

 

 K

 

INGDOM

 

Further experience within the United Kingdom has revealed several limitations. The
system was originally devised to facilitate rapid assessment of disease risk, auto-
mating much of the work that previously had to be carried out manually. To provide
this rapid turnover of reports, few checks are made on the validity of the data and
the reports are provided with this in mind. For instance, checks are made neither on
the accuracy of postcodes within the study area nor on the accuracy of disease
coding. In larger studies, where large areas are aggregated, a small percentage of
inaccurate postcodes are unlikely to be a significant problem. The problem is that
such errors are usually systematic and location-specific (e.g., due to the repostcoding
of an area) and hence may give rise to significant errors in exposure classification
or missed disease events in a specific locality.

There are further concerns regarding the interpretation of data. Currently, a
summary document highlighting significant findings and a page of warnings on data
quality are provided alongside the results from a Rapid Inquiry Facility inquiry.
Generally, the local knowledge required to interpret such reports lies with the person
who commissioned the study and SAHSU can add little to that local knowledge.
There have been calls for greater interpretation, but this would inevitably result in
an increase in the cost of the inquiries and may not be desirable scientifically.
Alternatively, there have been suggestions that the tables should be provided alone
with only the normal cautions provided.

 

9.6 THE FUTURE

 

The future role of the Rapid Inquiry Facility in the United Kingdom merits serious
discussion. Although there are issues surrounding data quality at a local level and
the interpretation of findings, the Rapid Inquiry Facility would appear to be a
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useful tool for public health practitioners. The Rapid Inquiry Facility is still in
development and it is hoped to enhance it to respond more flexibly to increasingly
complex requests relating to point and area sources and to small area disease
mapping.

The lowest level of resolution of a study is currently the ED level. However,
developments allowing for postcode-level analysis would give a much better reso-
lution for point-source studies. This is not without significant challenges, including
the need to apportion or disaggregate all denominator data down to postcode level.
Because postcodes are phased in and out and their geographical location may change
through time, there is an important temporal element to consider when using post-
code level analysis. This has not really been explored in current environment-health
analyses in the United Kingdom. Moreover, postcode level analysis will require an
improvement in the performance of the Oracle database because it will involve a
300-fold increase in the denominator data to be referenced. Database design and
tuning will therefore be an important issue.

A major advance in the interpretation of the Rapid Inquiry Facility output would
be the identification of areas where data quality is known to be poor, through
inaccurate denominators, poor numerator coding, or poor georeferencing. This could
be aided with a more formal metadata structure to include some form of data quality
indicators.

Finally, the possibility of making the current code (but not the underlying data)
freely available to public health practitioners is being investigated. This would allow
professionals with the necessary software and hardware to run rapid inquiries on
their own data. It is likely that this would also require the establishment of a help
desk to support installation and running of the system in other locations, together
with a training program and support courses.

 

9.7 CONCLUSIONS

 

This chapter has explained the concepts and methods underlying the U.K. Rapid
Inquiry Facility and has outlined the aims and objectives of the EUROHEIS project.
It has described the requirements for developing Rapid Inquiry Facility systems and
has discussed some of the issues surrounding the establishment of such systems in
other countries. Finally, it has reported on early results from the feasibility and
implementation phases of the EUROHEIS project.
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10.1 INTRODUCTION

 

Much has been written on the application of GIS in public health practice in recent
years, but rarely do commentators suggest an appropriate place in a health service
for it to operate. This chapter argues for a regional setting where public health
practitioners can fully utilize GIS.

A pollution incidence of regional proportions in 1995 led to the creation of the
West Midlands Health GIS service. A release of powerful solvents into a tributary
of the river Severn in Shropshire, England, led to the detection of minute proportions
by the public in Worcester, many miles downstream. This led to a high-profile public
health situation, with subsequent research not revealing any association between
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chemicals in the water supply and any symptoms experienced by Worcestershire
residents (Fowle et al., 1996). During the early 1990s, digital geographic information
and its associated technology had made little headway into the British health service
(Cumins and Rathwell, 1991; Gould, 1992) at local or regional levels. With GIS
being recognized by the regional director of public health as an appropriate tech-
nology to support such pollution incidents and the public health function in the West
Midlands in general, a project was set up based in the regional cancer registry (where
it still resides). The siting of the facility in the latter organization has proved to be
strong evidence that a regional solution to GIS in the National Health Service (NHS)
is a sensible one.

The strength of a regional health GIS service has to be assessed in the health
service structure in which it operates. The British NHS is notorious for change,
including the way it carves up countries geographically to administer a health service.
Higgs and Gould (2001) document this succinctly when putting GIS in a health
information context. At a national level in the 1990s, the next hierarchy down from
the Department of Health in Government was a regional setup based on 13 regions,
which over the years got whittled down to 9. As a parallel to this, within a region,
for instance the West Midlands, healthcare commissioning was undertaken by health
authorities, which  numbered 22, 18, 15, and finally 13 over a period of 7 years.
These authorities were the traditional home for health GIS, so with all the disruption
of change and mergers, the application of geographic information (GI) to healthcare
issues progressed slowly. However, regional institutions — Regional Health Author-
ities (RHA) and latterly NHS Executive Regional Offices — were more stable entities
geographically. Mimicking this regional stability were cancer registries, which were
coterminous with the original set of RHAs and indeed retained their geographic
jurisdiction despite reorganization elsewhere. The picture painted above reveals
several problems that a regional GIS service can overcome.

Expertise in GIS and the manipulation of geographic data are scarce, especially
when applied to health and health-related data. Any such expertise will get diverted
to more pressing duties as authorities get reorganized. A dedicated regional service
based in a stable environment is more likely to survive and retain expertise.

Economies of scale can be exercised in terms of software, hardware, and data.
Only recently has GIS software and hardware become affordable to small organi-
zations. Often, health authorities could only prioritize purchasing geographic infor-
mation that pertained to the population for which they were responsible. Many issues
that face public health professionals mean that intelligence is needed way beyond
the border of an authority. A regional service, adequately funded, can address these
cross-border issues on behalf of, or in conjunction with, smaller health organizations.
A regional service  can purchase and maintain a set of basic geographic information
because national datasets are now just as affordable as regional ones. All this has
to be seen in the context of an absence (at the time of writing) of an agreement
between the health service and Britain’s national mapping agency (Ordnance Survey)
concerning access to affordable geographic information.

Similar barriers exist to the full utilization of health event and health-related
attribute datasets. Most of the vital health databases that are patient based are
geographically referenced by full postcode (e.g., mortality, hospital admission, and

 

TF1643_book.fm  Page 168  Wednesday, April 28, 2004  1:18 PM



 

Health GIS in the English National Health Service

 

169

 

cancer registrations) and are best accessed at a regional level. Furthermore, specialist
health regional databases can often be higher in quality and more varied, such as
those pertaining to the perinatal audit, breast screening quality assurance, and com-
municable disease. Access at a regional level encourages local collaboration and
takes advantage of valuable local knowledge of the data.

A recent change in the structure of the NHS (Department of Health, 2001) has
done away with the regional tier of the health service. The main public health
function now resides in the primary care trust (PCT), and with over 300 of these in
existence (in England), any public health GIS expertise will be diluted. A regionally
based health GIS service is essential to maintain the use and interest in this tech-
nology, with the advent of the Public Health Observatory

 

1

 

 movement promising to
maintain a high profile for health GIS. English Public Health Observatories are now
eligible to join the Pan Government Agreement for improved access to Ordnance
Survey data, but they operate on small budgets. Their capacity to provide a thorough
regional health GIS service will be limited. The place for a regional health GIS
service is accentuated by the desire of all government organizations to work in a
collaborative nature. Local government associations, government offices for the
regions, regional development agencies, regional observatories, and even charities
all utilize a regional framework in which to operate. If data sharing and multiagency
working in pursuit of the public’s well-being is going to be successful, a health GIS
service has to operate at a regional scale.

 

10.2 REGIONAL APPLICATIONS OF HEALTH-BASED GIS

 

Higgs and Gould (2001) set out three broad examples of applications of health-based
GIS:

1. Health outcomes and epidemiology
2. Overlap and intersection between health outcomes and healthcare delivery
3. Healthcare delivery

The three examples outlined below follow this broad classification and illustrate
where the West Midlands Health GIS service has been able to use its regional remit
to overcome some of the issues listed above and capitalize on the advantages of a
regionally based service also described above.
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Acting as a complimentary service to local public health expertise, the West Midlands
Health GIS service was able to augment an ecological study of respiratory disease
experience of children around a source of air pollution (Olowokure et al., 2002a).
This is a much-researched area offering many sophisticated solutions. However, a
simple approach is often the most pragmatic for a public health department to assess

 

1 

 

Association for Public Health Observatories, http://www.pho.org.uk/, 30 January 2004.
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a situation and satisfy the concerns of local residents. In Sandwell Health Authority,
there had been historic concern surrounding an established foundry, with heightened
concern over child respiratory health. The foundry in question had undergone a
recent intervention to reduce emissions so a before-and-after study was conducted
to establish the baseline respiratory health of the area and to assess if there had been
a change following the intervention. By constructing concentric circles around the
point source of emissions and then summarizing the prevailing wind as coming from
the west, the easternmost bands of the circles could be used to capture population
denominator information and the health events (Figure 10.1). The West Midlands
Health GIS service was able to coordinate the people and the data vital to this study,
with the respiratory health data coming from a hospital episode statistics safe haven
project based in the West Midlands. Several health and local authorities were
involved in the study so cross-border issues were addressed. The study found that
after the intervention the respiratory health of 5 to 9 year olds had improved
downwind of the foundry. Subsequent studies based on data from local schools were
also supported, as the spatially referenced school questionnaire information easily
integrated into the GIS framework (Olowokure et al., 2002b).

 

FIGURE 10.1

 

Position of foundry and concentric circles used in the analysis.
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The NHS Plan proposed diagnostic and treatment centers (DTCs) (Department
of Health, 2000a). They intend to act as new centers of excellence for elective
treatment leaving hospitals capacity to cope with emergency procedures and thus
reduce waiting times. The basis on which NHS local health economies bid for
DTC funding was grounded in operational criteria. However, to make an informed
choice on the best location for a scarce resource, managers were keen to assess
the relationship between DTC and wider determinants of health including socio-
economic factors.

 

Shifting the Balance of Power

 

 (Department of Health, 2001) for England created
four directorates of health and social care (DHSC) (which have subsequently been
abolished). The West Midlands was one of three health regions that made up the
Midland DHSC and was in a position to capitalize on its geographic information
databases and analytical expertise to provide intelligence on DTC bids across the
directorate. The West Midlands Health GIS service was key in integrating hospital
episode statistics derived day case rates (at a unit postcode level) and standard
measures of deprivation to examine the hinterlands of the proposed DTC by the-
matically mapping small area information. There is a known inverse relationship
between deprivation and the utilization of emergency hospital procedures so the
pattern of deprivation around a DCT was essential knowledge.

More-sophisticated spatial analysis was available as the distance people traveled
to proposed-DTCs was investigated by locating electoral wards within 5, 10, and
15 kilometers of a DTC and determining how many of the bidding hospital’s patients
were presently coming from those wards. The latter was an effort to identify a crude
catchment area to assess if there was a genuine local pressure on existing sources:
a situation that could be ameliorated by a successful bid for a DTC. The output of
this geographic analysis was used in the process of deciding which bids to become
DTC were successful.

Figure 10.2 illustrates the geography of directorates and the pattern of proposed
DTC on a backdrop of small area deprivation.
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As discussed in the introduction, health geographies vary and are subject to change
over time. Keeping abreast of these ever-changing geographies can be made easier
by using GIS mapping. Most health boundaries are made up of recognized admin-
istrative areas so it can be a relatively easy task to identify these and construct the
unique health boundaries. In Great Britain, the Office for National Statistics is
responsible for maintaining and disseminating the constitutions of health service
areas. However, there are some health boundaries that apply to niche sections of the
NHS that are poorly documented and thus their geographic relationship with com-
plimentary health organizations is not fully understood.

The West Midlands Regional Health GIS service played a full part in construct-
ing and visualizing the administrative boundaries of cancer networks. The latter were
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proposed in the NHS Cancer Plan (Department of Health, 2000b) as an
organizational model for cancer services, based on the notion of managed networks
of health services with the patient as the focus. This starting point inevitably means
that any boundaries that can be drawn from such managed networks will have
complex interactions with other geographies. As mentioned earlier, the PCT is
currently the dominant health geography. In the West Midlands, the geographic
information representing them has been constructed and maintained since the incep-
tion of primary care organizations. They proved to be valuable building blocks when
it came to constructing a set of cancer network boundaries to provide valuable
visualization to see how health agencies related to one another and as a means of
constructing reference tables for population denominators. Cross-regional patient
movement (and subsequent flows of information between regional organizations)
was better understood through this work. Both local and regional agencies need to
collaborate for the good of the cancer patient where cancer networks straddle regional
boundaries. Figure 10.3 illustrates how cancer networks are managed outside the
West Midlands health region but involve both PCTs and hospital trusts within the
region. Other providers of cancer-related health services, such as breast screening
unit areas (used to invite residents for screening) and hospices, can be added to a
cancer network-based GIS project to explore the complex relationship needed to
deliver the NHS Cancer Plan.

 

FIGURE 10.2

 

DTC bids in the DHSC, Midlands, and Eastern and the relationship with small
area deprivation.
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10.3 PUBLIC HEALTH INTERNET MAPPING

 

The first part of this chapter argued for a regional solution to the provision of a
public health GIS service. The rapid advancements in Internet mapping and GIS
have the ability to leapfrog the region as a natural setting and provide a national or
more global picture. However, although the technology, digital boundaries, and
methodology to query large national databases are more or less in place, consistent
and timely databases will more often exist at a regional level. The development of
regional data and intelligence Web portals with GIS functionality will help to prolong
a regional approach to GIS in public health practice.

One of the main functions of public health GIS, that of descriptive health
thematic mapping, is increasingly being provided over the Internet. Internet mapping
and GIS are offered as solutions by almost all of the desktop GIS vendors, and
customized solutions are available through Web-based programming languages.

Increasingly sophisticated Internet technology is being applied to the manage-
ment and visualization of health and health-related data via the World Wide Web.
Current sites addressing the location of health services and the management and
dissemination of health statistics in the United Kingdom can be divided into three
categories:

 

FIGURE 10.3

 

Cancer networks and cancer service in the West Midlands.
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1. Those that identify location-based health services
2. Those that use geographic features to locate and access aggregate health

event data in the user’s locale (often, small area based)
3. Those that enable the integration and visualization of health services and

statistics through the medium of thematic mapping
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Despite geographic information not featuring in any NHS information policy, the
flagship Web site for the NHS informs citizens on the services available by utilizing
Internet mapping.

 

1

 

 All NHS facilities can be referenced to their locations using a
postcode, with the NHS Information Authority’s Organisation Codes Service invest-
ing heavily in maintaining the positional accuracy of such resources. Its geographic
potential is exploited when combined with topographic large-scale national mapping
to inform the public on where NHS services are located. A third party presently
provides this facility, as the NHS is unable to access affordable geographic digital
data. The establishment of a framework to enable the provision of geographic
information to NHS organizations, in the same way that central and local government
enjoy, will take the utilization of health GIS a significant step forward.
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10.3.2.1 Primary Care

 

Health-related Internet mapping services in England that facilitate access to health
data by geography include the National Database for Primary Care Groups and
Trusts based at Manchester University.

 

2

 

 With primary care being the focus of NHS
service provision, information based on the relevant geography is vital. This site not
only integrates disparate sources of data pertaining to primary care boundaries, it
enables users to identify, quickly and intuitively, which datasets are related to their
geographical area of interest. The service is backed up by a database project that is
able to create unique nationwide primary care databases that have a spatial dimen-
sion. The Internet mapping technology can then be used to disseminate these data.

 

10.3.2.2 Neighborhood Statistics

 

The Neighbourhood Statistics Service (NeSS) from the U.K. Office for National
Statistics provides a similar geographically based tool for users to pinpoint vital data
by location (ONS, 2003). Following a review of information sources needed to
address social exclusion issues, vital information was sourced and supplied based
on standard geography via the Internet. Web-based GIS is used as a tool whereby
basic geographic querying functionality is used to locate, integrate, and disseminate

 

1 

 

http://www.nhs.uk/, accessed 30 January 2004.

 

2 

 

National Primary Care Research and Development Centre, http://www.primary-care-db.org.uk/, accessed
30 January 2004.

 

TF1643_book.fm  Page 174  Wednesday, April 28, 2004  1:18 PM



 

Health GIS in the English National Health Service

 

175

 

national datasets. Although the health content is presently limited to hospital episode
statistics and mortality, the site’s strength is its integration of health-related variables
that have strong links to the determinants of health. With NeSS now being the prime
tool for the dissemination of the 2001 population census for England and Wales, the
accompanying small area health-data holdings are also being expanded in areas such
as life expectancy, smoking cessation, healthy lifestyles, and avoidable mortality
(ONS, 2002).

The above two examples show how Internet mapping is acting as an enabling
technology to disseminate standard national health databases and to improve acces-
sibility to not only health professionals, but also the public and the wider research
community. The ability to facilitate such open access will foster an understanding
of health geographies, improve data sharing practices and metadata standards, and
enhance the usability of geographic query tools.
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Core GIS functionality such as thematic mapping, spatial integration of databases,
and route or network analysis is now being enabled via Internet GIS. This provides
useful tools for areas such as health needs assessment and target monitoring. Several
services are establishing themselves to provide these functions.

 

10.3.3.1 Regional Internet Mapping

 

The MAIGIS  (Multi-Agency Internet Geographic Information Service) project set
out to integrate and supply health and health-related data to public health profes-
sionals and those concerned with public health issues in the West Midlands (Theseira,
2002). Using thematic mapping it has been able to bring together previously hard-
to-obtain datasets and nationally collated information (such as that available at NeSS,
see Section 10.3.2.2) in a common geographical framework. On top of this, admin-
istrative boundaries important to professionals in the West Midlands are available
to put the data in context. Initially funded via the Department of Health Public
Health Development Fund, this project will go on to establish an integrated service,
complementing the West Midlands Public Health Observatory’s information provi-
sion strategy.

 

10.3.3.2 Local Internet Mapping

 

In a similar vein to MAIGIS, the Community Health Information Profile

 

1

 

 in north-
west England focuses on the local scale to provide public health intelligence for the
cities of Manchester, Salford, and Trafford (Community Health Information Profile,
2003). Relevance to and ownership by the community is at the heart of this project,
with community and voluntary services representatives having a large part to play
in deciding which health data are important (Moran and Butler, 2001). A subregional
approach is taken here in addressing community profiles for three adjacent health
economies. As well as core public health datasets, this site provides health and

 

1 

 

Community Health Information Profile, http://www.healthprofile.org.uk/, accessed 30 January 2004.
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health-related geographies particular to the local area based initiatives (Health Action
Zone and Single Regeneration Budget areas) and the location of basic health and
related services available to communities such a pharmacies, doctors, leisure facil-
ities, and unique community-derived databases. The Internet mapping technology
allows customized report writing as well as thematic mapping.

 

10.4 SUMMARY AND CONCLUSIONS

 

The projects described in Section 10.2 carried out by the West Midlands Health GIS
service provide evidence that a NHS-based healthcare GIS service is effective at the
regional level. As well as complementing other regionally based partner organiza-
tions and data sources, a regional health GIS service can maintain and disseminate
constantly changing health geographies, provide centralized GIS expertise, and
complement local public health GIS capacity. Basic spatial epidemiology can be
facilitated, as well as the integration of local, regional, and extraregional health event
and geographic data. The power of spatial visualization can be used to understand
complex regional and cross-regional interrelationships between NHS and private
and community services that need to work together to deliver NHS policy.

The ability to visualize and disseminate health data using Internet mapping has
led to greater care and preparation of the information. Standards concerning data
manipulation and statistical reporting have been addressed and improved. Metadata
concerning these data has also been prioritized as nonhealth professionals need to
know where data are coming from and how they should be interpreted. It has
highlighted the need for users to become more spatially aware and for Internet
mapping providers to appreciate how users use and interpret their tools and data.

The proliferation of Internet mapping services providing health and health-
related data will meet the basic information needs of professionals involved in public
health practice. However, there remains a need for a regionally based health GIS
service that can support or provide more-specialized facilities, advice, guidance, and
customized geographic information to the region it serves.
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11.1 INTRODUCTION

 

This chapter gives examples of how GIS is currently used in district public health
work. All but the last of these applications are within the reach of an ordinary public
health department. They need no special resources beyond a standard personal
computer, a basic mapping package, and people who are willing to learn. Staff
members who have basic computer skills, especially with spreadsheets, can learn to
use mapping packages fluently in two or three months. The cost of setting up a
system is around £15,000: £2,000 for the hardware (including a good color printer)
and about £4,000 to £5,000 each for the mapping package, the map data files, and
some statistical analysis software.

Here, district is taken to mean public health work with populations of about
250,000 to 1,000,000. The functions of district public health departments change as
health services are reorganized, but the basics remain the same: protecting the health
of the local population and ensuring that local services are responding to health
needs. The examples are drawn from West Surrey, an affluent district in southeast
England.

GIS can display data or analyze data and it is convenient to separate these two
uses. In the first three examples, GIS simply displays data.
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11.2 BOUNDARY MAPS

 

By far the most common request of anyone running GIS is “Can I have a map of…?”
Such maps are necessary to sort out jurisdiction and responsibility, particularly when
working with other agencies. Which social services department? Which housing
authority?

Ironically, boundary maps are of less use, at least in the U.K. National Health
Service, in identifying who has responsibility for health services. Hospital catch-
ments have never been allocated geographically and, nowadays, primary healthcare
responsibilities are assigned by choice of family doctor (GP), not by place of
residence. Nonetheless, a broad indication of the coverage of primary care trusts
and the location of hospitals remains the starting point for anyone wanting to
understand local health services. The precise coverage of a GP practice or primary
care trust could be displayed by mapping each patient’s home postcode as a dot on
a map, but in practice, there is little call for such maps.

Facilities such as hospitals and health centers can readily be shown on these
maps, together with main roads. In general, GIS does not show street names. This
limits their use in helping people to find the route to any particular facility – an old-
fashioned street map works better. Interactive systems allow people to type in an
address to find the nearest doctor, dentist, or walk-in clinic, but such systems are
difficult to design and build.

Display maps have been used for 150 years to picture the spread of communi-
cable disease. The geography of most outbreaks is obvious, but occasionally a map
display is necessary, particularly if contamination of drinking water is suspected. A
display that overlays the local water supply catchments on the cases of disease can
quickly provide evidence to confirm or refute suspicions of waterborne disease.
Snow’s famous cholera maps are at http://www.ph.ucla.edu/epi/snow.html.

Bhopal et al. (1992) showed that sophisticated analyses could reveal unsuspected
clusters of Legionnaires’ disease. Cluster analysis is discussed further in Section 11.8.

 

11.3 AREA MAPS

 

Area maps show how health differs from place to place. Mortality maps are a popular
feature of annual reports from directors of public health. These maps are typically
based on electoral ward populations of about 10,000 people, which make them
slightly problematical statistically. The area rates displayed purport to show the death
rate of residents in each area, so the numerators are based on small numbers of
events. In addition, the denominator populations are not known accurately — for
example, reports published in 2001 will be reliant on 1991 census data. In practice,
these maps serve their purpose: to display for public health action, not to analyze
with statistical precision.

The Health for All database of the World Health Organization’s European Region
allows easy comparison of a range of international health data. All of this data can
be downloaded freely from http://www.euro.who.int/eprise/main/WHO/Informa-
tionSources/Data/20011012-1. Looking at international comparisons may not seem
like district public health work, but it is. The information is important for public
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health advocacy. For example, a display map of breast cancer mortality in countries
in Europe shows why breast cancer is a particular priority for the United Kingdom.

This database also allows easy comparison of time trends in different countries.
A striking comparison is the change in life expectancy for England versus Denmark
over the past 30 years. The stagnation of health improvement in Denmark during
the 1980s and early 1990s is all too plain. Healthy areas may need to be reminded
that there is nothing inevitable about improvement in health.

 

11.4 SPIDER MAPS

 

District public health departments have a duty to check how well local organizations
are serving the public. One aspect of this is the interplay between local hospitals,
particularly in urban areas where more than one hospital may serve the same
catchment population.

The approximate catchment area of a hospital can be displayed by drawing a
line from the patient’s home postcode to the hospital of treatment. The mapped
data can be selected by specialty, calendar period, or any other data item. Where
catchment zones overlap greatly, such displays help to start discussions about
clinical collaboration between hospitals. An example of this type of map is shown
in Figure 11.1.

These striking displays would look even better in color. One drawback is that
the eye is drawn to the very long lines representing a handful of patients who have
been admitted to hospital far away from their home address. These lines may simply

 

FIGURE 11.1

 

Admissions of West Surrey residents to local hospitals for general surgery,
October 1998 to December 1998.
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represent people who have fallen ill while staying away from home or on a shopping
trip. Such rare events may reveal nothing about clinical practice or patient preference.

Hospital admission data uses a strong personal identifier — exact postcodes of
residence for individual patients. One needs to assemble data from several hospitals
to establish complete patterns of hospital use throughout an area. This raises prob-
lems of confidentiality.

In the next three examples (Section 11.5 to Section 11.7), GIS is used for analysis
of spatial data. In each case, the task is to assess or improve the functioning of local
health services.

 

11.5 TRAVEL TIME ZONES

 

Small hospitals face increasing difficulty in maintaining 24-hour cover for surgical
emergency admissions. This translates quickly into public debate about A&E
closure  and concerns that patients may die before they can reach a hospital.

GIS provides a quick way to look at the effect of different A&E options. The
first step is to decide on a standard for travel time. There is a belief (actually rather
difficult to substantiate from the research literature) that surgical emergency
patients must have their operation within a “golden hour” from the onset of
symptoms. Time needs to be allowed for the ambulance to reach the patient; there
is more delay in the hospital in getting that patient from the front door to the
operating theater. In West Surrey, we thought that 30 minutes was a reasonable
standard for the ambulance travel time. This ambulance drive time determines the
location of surgical facilities.

Travel times are available in commercial packages such as MapInfo DriveTime™
software. The average speed can be specified. Historic data from Surrey Ambulance
Service show that ambulances on emergency runs with sirens and flashing blue lights
average 30 miles per hour under all conditions, even motorway gridlock (they use
the hard shoulder).

By combining census data with GIS information on road travel times, one can
readily count the number of people who live within 30 minutes by ambulance of
various hospitals in the district. This permits a first assessment of the effect of
different options for A&E closure. In principle, the calculations can be done man-
ually, but the great ease of GIS encourages one to look at a much greater number
of possible scenarios and options. In addition, the maps are generated electronically,
which makes them easy to incorporate into documents and presentations (see Figure
11.2 for an example).

 

11.6 REGRESSION ANALYSES

 

Equity is an important goal in public health. We try to ensure that everyone has
equal access to hospitals. Geographical equity implies that there is no variation in
hospital admission rates from different parts of the district, except where justified
by greater or lesser burdens of disease. Most illness is strongly associated with age
and deprivation, so age and deprivation can be used as proxies for many diseases.
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Hence, the equity question can be written as follows: Are age-standardized admission
rates from different parts of the district as predicted from their deprivation scores?

The multiple regression analysis needed to answer this question is complicated
by the problem of spatial autocorrelation: adjacent areas tend to be similar to each
other and so their data are correlated (Griffith, 1987). This contravenes the require-
ment for statistical independence in ordinary least squares regression. Standard
techniques and statistical packages cannot make allowance for autocorrelation, but
GIS can. We used ArcInfo™ and S-Plus

 

®

 

 software with the geographical analysis
module.

The GIS can be used to map the results of the regression analysis. Mapping is
often more thought provoking than simply setting the same data out in a table.

 

11.7 OPERATIONAL REAL-TIME GIS

 

Patients with life-threatening illness need prompt treatment. From this obvious fact,
we usually conclude that they should be taken as quickly as possible to the nearest
hospital. This is a fallacy; the nearest hospital may be so busy that on arrival at the
hospital the patient has to wait an hour or more to receive medical attention.
Therefore, the patient may actually get treated more promptly if taken to a hospital
that is farther away, but less busy. This has led to the concept of emergency capacity
management. The Emergency Capacity Management System in Surrey uses real-
time information to direct ambulances to the hospital best able to receive the patient,

 

FIGURE 11.2

 

Mean drive times to the nearest hospital, all hospitals included. With per-
mission of the West Surrey Health Authority.
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not necessarily the nearest one. All hospitals send regular updates to the ambulance
control room with information on how busy they are. GIS displays travel times to
each hospital from any location in the district. Isochrone zones indicate the best
choice of hospital for any patient at any time. This GIS was written specifically for
the task.

Although the GIS underpins the system, it was in many ways the easiest part
of the system to set up. Much more difficult and time consuming was the business
of agreeing rules between all the participating hospitals and monitoring compliance.

 

11.8 CLUSTER DETECTION

 

A district public health department may investigate a putative cluster of disease.
Usually concerns are raised about environmental causes — pollution of air or water.
Schulte et al. (1987) provides a good review of the issues.

The key question in responding to a possible cluster is how many resources to
commit to the investigation. The full investigation of a cluster is hugely time con-
suming and far beyond the capacity of a district department. It makes sense to have
a stepped or graded response.

The first step is to manage the emotional issues: meet the people who are
expressing concern and hear from them firsthand.

The next step is to check plausibility of the concerns. A local councilor asked
about a cluster (three cases) of multiple sclerosis on a housing estate. Residents
were worried about contamination of their drinking water. We know enough about
multiple sclerosis to give immediate reassurance; no further resource need be com-
mitted to the investigation. Two caveats must be noted at this point. First, reassurance
is only effective if its source is palpably trustworthy and trust is built by a good
relationship. Second, plausibility is judged by current knowledge, so reassurance is
only as good as the strength of current knowledge. It is always essential to search
the literature before giving reassurance.

This second step also involves examining available information more closely.
In particular, are all cases in the cluster actually the same disease? Lay people may
regard cancer as a single disease, so a cluster may include a wide range of different
neoplasms. A cluster of brain cancer may turn out to include a single case of primary
malignant disease of the brain together with an assortment of metastatic cancers of
the brain derived from primary disease in lung, breast, or bowel. Of course, some-
times a single toxin can produce a variety of ill effects (e.g., radiation-induced
cancers or the effects of tobacco smoke). Further information is also needed about
the locality, both present and past. The local authority's environmental health depart-
ment is the best source of this information.

The third step is a simple analysis of available data, probably in the form of
comparing area rates of death, hospital admission, and cancer registration. Even if
the first two steps are negative, analyzing routine data may be a necessary part of
reassuring local people that their concerns have been taken seriously. It is always
wise to agree with local people about the choice of disease, area, and time period
for analysis.
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Once the cloud of rumor and emotion has cleared away, the precise disease or
syndrome identified and all cases verified, mathematical analysis is needed. Such
analyses are best left to specialized units or academic departments: it is important
to know the limits of one’s own competence and the mathematics of cluster analysis
can be extremely difficult. In England, the Department of Health funds a Small Area
Health Statistics Unit to do this work (Aylin et al., 1999). An alternative is for district
departments to collaborate in funding a collective resource for expert GIS, as had
been done in the Trent region of England.

The final step in cluster investigation is a case-control study, perhaps followed
in extreme examples by continuous monitoring of a cohort.

Most cluster investigations are reactive: concerns are raised by local people or
perhaps by a local clinician. Should district departments use their GIS to search
routinely for clusters? There is some precedent for this. In England and Wales, the
Office for National Statistics monitors area counts of congenital disease. Local public
health departments are notified when the expected count for specific malformations
is exceeded on a simple cumulative sum analysis. To my knowledge, this system
has not revealed any hitherto unsuspected threats to health. The surveillance system
has great sensitivity, but far too little specificity to be useful. Surveillance for disease
clusters would face the same problem with an almost infinite variety of disease and
area combinations to screen.

 

11.9 CONCLUSION

 

GIS skills should be available in every department of public health. The most
common use is display of data to inform, educate, or persuade. District departments
need GIS for analysis infrequently, but basic geographical analyses are fundamental
to monitoring access to health services. Concerns about clusters are common and
the key question for local departments is how many resources to commit to the
investigation. A graded or stepped response is best. Detailed statistical analysis of
clusters should be left to GIS experts.
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12.1 INTRODUCTION

 

The principle of equal access to health services for those in equal need is one of
the guiding tenets of the National Health Service (NHS) in the United Kingdom.
Nevertheless, health services are inevitably located in particular places and are
therefore more accessible to nearby residents than those living farther away. Varia-
tions in proximity are, obviously, only one element of accessibility to health services
(Ricketts and Savitz, 1994), but the physical difficulties of overcoming distance tend
to be particularly important in rural regions. Poor physical accessibility reduces the
use of services and may lead to poorer health outcomes (Carr-Hill et al., 1997;
Deaville, 2001; Jones and Bentham, 1997; Joseph and Phillips, 1984). Low utiliza-
tion of primary healthcare services is of particular concern because of the gatekeeper
role of general practitioners (GPs) in terms of referral to hospitals. Since the late
1990s, these issues of access have received renewed attention in the United Kingdom
as part of broader debates regarding social exclusion and the future of rural areas
(e.g., DETR, 2000a; Social Exclusion Unit, 2002). As a consequence, there have
been substantial initiatives to improve aspects of public transport provision (Coun-
tryside Agency, 2002; DETR, 2000b), efforts to include an accessibility dimension
in measures of multiple deprivation (DETR, 2001) and more thorough monitoring
of changes in patterns of service availability (Countryside Agency, 2001a).
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Alongside this evolving policy context, developments in GIS and digital map
databases have made it possible to calculate measures of physical accessibility such
as travel time in a more automated and sophisticated manner than was previously
practical (e.g., Higgs and White, 1997; Naude et al., 1999). Another innovation has
been the use of GIS to assess accessibility by public transport, taking into account
the spatial distribution of bus routes and frequency of services (Higgs and White,
2000; Martin et al., 2002; O’Sullivan et al., 2000). This chapter discusses the issues
involved in undertaking such accessibility assessments with GIS, using examples
from studies of primary healthcare services in eastern England (Lovett, Sünnenberg,
and Haynes, 2003; Lovett et al., 2002, 2003). The next section reviews the data
typically required, followed by a consideration of modeling techniques and some
examples of how results can be presented. A final section summarizes the current
state-of-the-art use of GIS to measure accessibility and identifies some directions
for further research.

 

12.2 DATA SOURCES

 

Conducting an accessibility assessment typically requires four main types of
information:

1. Locations of relevant service delivery points (e.g., GP surgeries)
2. Distribution of the resident population in the surrounding area
3. Details of the road network
4. Patterns of public transport provision

Data on the locations of facilities such as GP surgeries, pharmacies, or dentists
are usually straightforward to obtain from organizations such as Primary Care Trusts
(PCTs) or other NHS sources. To use these positional details reliably in a GIS it is
important to georeference them as accurately as possible using sources such as
postcode directories or ADDRESS-POINT

 

®

 

 software from the Ordnance Survey
(Martin and Higgs, 1996). Another consideration is to ensure that facilities are
sufficiently comparable in terms of the services they provide. For instance, dental
practices can vary considerably in the categories of patients they will treat under
the NHS and GP surgeries may range in size from large health centers to outlying
consultation facilities (OCFs) that are typically open for only a few hours each week.
Finally, it is often necessary to take into account facilities situated outside the
particular district or region under focus, but which local residents use. If such
facilities are ignored, then there can be significant boundary effects in any subsequent
accessibility calculations. Figure 12.1 illustrates this point by showing a map of
pharmacies in the counties of Norfolk, Suffolk, and Cambridgeshire (hereafter
referred to as East Anglia) as of autumn 1997. Many such facilities were located in
towns or large villages situated close to county borders and served populations living
either side of these boundaries.

A second key requirement is information on the distribution of the population.
In many cases, the most obvious data source is the decennial census such as that in
2001 (Rees et al., 2002). Population totals can be assigned to point locations (e.g.,
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the centroids of output areas) and may be interpolated to produce surfaces in the
form of raster grids (Bracken and Martin, 1995; Martin et al., 2002). These
approaches will be satisfactory for many purposes, but there are several other means
of making local population estimates (Simpson, 1998) and in a NHS context one
alternative that merits particular attention is the use of GP patient registers. There
are important confidentiality and data quality issues regarding the use of such
registers (Lovett et al., 1998), but if they can be made available then there may also
be substantial advantages. These include the continuously updated nature of the
information (especially valuable in the years between censuses), an ability to relate
any accessibility measures to the practices that patients are actually registered with,
and usually a higher level of geographical detail than is possible with census prod-
ucts. The geographical resolution of population data is a key consideration in acces-
sibility research, because analyses based on centroids of zones such as census output
areas or parishes inevitably tend to overconcentrate residents in locations where
services are more likely to be present. Figure 12.2 illustrates this point by comparing

 

FIGURE 12.1

 

The locations of pharmacies in East Anglia, Autumn 1997.
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population distributions for the district of South Norfolk derived from 1991 Census
population surface models and postcoded patient register data. The more dispersed
distribution of the population outside urban centers and villages is readily apparent
in the patient register map (Lovett et al., 2002).

 

FIGURE 12.2

 

A comparison of population distributions in South Norfolk: (a) Population
distribution from 1991 Census Surface Model; (b) population distribution from 1997 FHSA
Patient Register. Reprinted from Lovett, A.A. et al., 2002, Car travel time and accessibility
by bus to general practitioner services: A study using patient registers and GIS, 

 

Social Science
& Medicine

 

, 55, 97–111. With permission.
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Digital road network data for the United Kingdom can be obtained from the
Ordnance Survey and a number of commercial data providers. From the perspective
of accessibility modeling, it is important that such details identify different classes
of road (e.g., dual carriageway A-road, single carriageway B-road, etc.) and ideally
distinguish between sections in urban or rural areas. These characteristics matter
because of their influence on the typical speed of travel along individual stretches
of road. Unfortunately, there is no standard way of calculating appropriate speeds
for different types of road. A pragmatic approach is to use the national speed limits,
but methods that are more refined are possible using monitoring information on
typica l  road  speeds  publ i shed  by  the  Depar tment  for  Transpor t
(http://www.dft.gov.uk) or collected by local authority highways departments. Table
12.1 shows a set of speeds derived from sources that were used in a number of East
Anglian studies (e.g., Bateman et al., 1999; Lovett et al., 2002); it appears to provide
reasonably robust results when compared to local experience.

Integrating details of bus services or community transport schemes into GIS-based
accessibility assessments is often a time-consuming exercise. It is relatively straight-
forward to obtain details of service frequencies and routes from published timetables
or Internet sources (e.g., http://www.ukbus.co.uk), but considerable work may be
required to convert this information into a digital format that can be used within GIS.
The simplest approach is to classify areas such as parishes in terms of the level of
service available to the majority of the population (e.g., Higgs and White, 2000; Coun-
tryside Agency, 2001a), but for more detailed assessments (including consideration of
journey times) it is necessary to define individual routes (e.g., O’Sullivan et al., 2000).
This process usually involves digitizing or editing routes onto the digital road network
and then adding attribute details such as journey times or service frequencies (e.g.,
Lovett, Sünnenberg, and Haynes, 2003; Martin et al., 2002). Figure 12.3 shows an
example of the output from this type of exercise with bus routes in South Norfolk
symbolized according to service frequencies. In this particular case, no attempt was
made to record the locations of bus stops, but these details would become important
for analyses on an intraurban scale. It is also worth recognizing that bus timetables are
revised quite regularly, so the task of keeping such a database current can be substantial.

 

TABLE 12.1
Road Speed Estimates Used in East Anglian Travel Time Calculations

 

Average Road Speed

 

(miles per hour)

Road Type Rural Urban

 

A-Road Dual Carriageway 54 28
A-Road Primary Single Carriageway 45 25
A-Road Single Carriageway 32 18
B-Road Dual Carriageway 36 18
B-Road Single Carriageway 24 12
Minor Road 14 11
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Community transport schemes are a component of public transport provision
whose importance has grown appreciably in recent years. According to the Coun-
tryside Agency (2002), the percentage of rural parishes with a community transport
service increased from 21 percent in 1997 to 48 percent in 2000. Such provision
can take a variety of forms, with community car schemes typically involving vol-
unteer drivers using their own cars to provide door-to-door journeys for people
without transport and dial-a-ride services being based on minibuses or taxi-style
vehicles (Countryside Agency, 2001b). Most community transport schemes have
defined catchment areas and so representing levels of coverage within a GIS using
ward or parish boundaries is not especially difficult. However, it does need to be
recognized that many such schemes depend heavily on volunteer staff and conse-
quently service availability (as well as cost) may vary according to the locations
and other commitments of potential drivers (Lovett, Sünnenberg, and Haynes, 2003).

 

FIGURE 12.3

 

Bus routes in South Norfolk, Autumn 2000. Reprinted from Lovett, A.A.,
Sünnenberg, G., and Haynes, R.M., 2003, Accessibility to GP surgeries in South Norfolk: A
GIS-based assessment of the changing situation 1997–2000, in Kidner, D. et al., Eds.,

 

 Inno-
vations in GIS 9: Socio-Economic Applications of Geographic Information Science

 

, London:
Taylor and Francis, 181–198. 
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12.3 METHODS

 

Once the necessary data have been compiled and assembled within GIS, a number
of accessibility measures can be calculated (Cromley and McLafferty, 2002; Handy
and Niemeier, 1997; Ricketts and Savitz, 1994). The simplest approach is to calculate
straight-line distances from points representing the distribution of the population to
the locations of the nearest primary healthcare facilities. This method can provide
a useful indicator of access in some circumstances (Phibbs and Luft, 1995), including
an assessment of the extent to which facilities are within a feasible walking range,
but for many purposes it does not take sufficient account of constraints in the
availability and nature of transport infrastructure. It has also been found that asso-
ciations between straight-line distance measures and health outcomes can be rather
different to those observed when more sophisticated measures of access are used
(e.g., Martin et al., 2002), so the extent to which one can act as a surrogate for the
other may be questionable.

The development of GIS, particularly tools for network analysis (Lupien et al.,
1987; Waters, 1999) has made it much easier to calculate access measures based on
road travel times. These take account of variations in transport infrastructure (e.g.,
road quality or the presence of bridges) in a much more satisfactory way than
straight-line distances. The key concept underpinning the calculation of journey
travel times is that of minimizing impedance. Within GIS, a road network is usually
stored as a set of digitized lines (arcs) that connect to each other at nodes (see Figure
12.4). The nodes typically represent junctions or points where a road changes from
one type to another (e.g., from single to dual carriageway). Each arc or node can
have a series of attributes (e.g., a road type and speed as listed in Table 12.1) and
these can be used to calculate new variables such as the length of time required to
travel along the section of road:

The travel time represents an impedance measure that can be stored as an
attribute for each network element and many desktop GIS programs now include
shortest path algorithms (Dunn and Newton, 1992), which can identify a route
between a specified origin and destination (e.g., patient location and GP surgery)
that minimizes the total travel time incurred. Extensions to this approach include

 

FIGURE 12.4

 

Schematic diagram of road network elements.
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batch-processing capabilities to calculate times from multiple origin locations and,
if there are many possible destinations, it is possible to define shortest travel time
catchment areas around each facility.

When travel times have been calculated for point locations representing the
distribution of the population it is straightforward to use overlay operations within
GIS to match the results to areas and derive population-weighted average travel
times for administrative units such as wards or parishes. Another useful approach
is to create a map of contour lines showing equal travel time (known technically
as isochrones, see Brainard et al., 1997). This is best done by generating a
triangulated irregular network (TIN) from the point values and then extracting
contours from TIN. It is also important to ensure that the points from which TIN
is generated are relatively evenly spaced across the region of interest. If they are
just concentrated in urban centers (where healthcare facilities are more likely to
be situated), then the absence of intermediate data points may mean that areas of
poorer accessibility between settlements are not identified. One solution to such
a potential problem is to include travel times for nodes on the road network in the
TIN generation process.

Travel time calculations can also be used to measure accessibility by bus. There
are often, however, considerable variations in the times that different buses take to
cover the same route (e.g., this may depend on the number of intermediate stops).
This means that calculating average bus travel times for sections of road may be
rather misleading and instead it is more appropriate to add specific timetable infor-
mation for individual services onto the vector representations of bus routes. Such
an approach is quite feasible (e.g., O’Sullivan et al., 2000; Martin et al., 2002), but
it is clearly demanding in terms of the effort required for data entry and updating
if the number of services involved is large.

Another approach to bus accessibility is to focus on the frequency of service
rather than the actual travel time involved. This method has been used in several
East Anglian studies; it involves first categorizing routes according to the frequency
of service (see Figure 12.3). A GIS can then be used to determine whether residents
could realistically walk to a bus route that would take them close to any particular
type of primary healthcare facility. Figure 12.5 illustrates the steps involved through
an example concerning access to a GP surgery in the center of the town of Bungay
(on the Norfolk-Suffolk border).

The procedure automated within the GIS involves taking the surgery location
and defining an 800 m radius buffer zone around it. A radius of 800 m (approximately
half a mile) is used to represent a distance that the great majority of the population
would find acceptable to walk. The GIS then selects all bus routes with a particular
service frequency (e.g., at least four return journeys per day) that pass through the
buffer zone. Next, a second buffer zone extending 800 m each side of the relevant
routes is determined and the GP patient register postcodes within this corridor are
identified. Residents with these particular postcodes are subsequently classified as
populations with the relevant level of bus access to the surgery being examined. The
procedure is repeated for all other surgeries, and again for routes with lower service
frequencies, so that ultimately all residents are categorized according to the best
level of bus access to a GP surgery available to them. Refinements to the method
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include the use of different walking distances and consideration of the scope for
reaching destinations by means of several connecting buses. Another extension
involves determining whether the nearest facility (e.g., in terms of straight-line
distance) of a particular type can be accessed by bus, rather than one that might be
many miles away (Lovett et al., 2003).

 

FIGURE 12.5

 

A method to evaluate accessibility by bus. Reprinted from Lovett, A.A. et al.,
2002, Car travel time and accessibility by bus to general practitioner services: A study using
patient registers and GIS, 

 

Social Science & Medicine

 

, 55, 97–111. With permission.
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12.4 PRESENTATION OF RESULTS

 

Figure 12.6 shows a typical outcome of GIS-based travel time calculations, namely
a shaded isochrone map. The example in this case concerns car travel times to NHS
dentists in East Anglia as of Autumn 1997. There are prominent star-like patterns
around many cities and towns, reflecting the manner in which travel times are faster
along major roads and reinforcing the limitations of using straight-line distances as
an access measure. With GIS, it is also easy to calculate either population totals for
travel time zones or average travel times (usually population-weighted) for admin-
istrative units such as wards or parishes.

Table 12.2 provides an example of the former output and compares car travel
times to different types of primary healthcare facilities for GP patients in East Anglia.
Around 60 percent of patients in 1997 were within 5 minutes travel of each type of
facility, but at the other end of the scale 2.5 percent were more than 15 minutes
away from a main/branch surgery with the proportion rising to over 7 percent for
NHS dentists and pharmacies. 

 

FIGURE 12.6

 

Estimated travel time by car to nearest NHS dentist, Autumn 1997.
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An example of the results from the bus accessibility method shown in Figure
12.4 is presented in Figure 12.7. This map displays the percentage of GP patients
in each administrative area (ward or parish) identified as being outside walking range
of a return weekday bus service that could take them to a main or branch GP surgery.

 

TABLE 12.2
GP Patients in Car Travel Time Bands to Different Primary Healthcare Facilities

 

Car Travel 
Time (min)

Main or Branch 
Surgery

All Surgeries and 
OCFs NHS Dentist Pharmacy

 

Under 5 1,424,595 1,473,453 1,282,098 1,212,148
5 to 9.99 2,493,355 2,480,739 2,464,767 2,532,876
10 to 14.99 2,159,314 2,140,688 2,221,588 2,229,308
At least 15 2, 053,266 2, 035,650 2,162,077 2,156,198
Total 2,130,530 2,130,530 2,130,530 2,130,530

 

Note: 

 

Data refers to Autumn 1997.

 

Source: 

 

Reprinted from Lovett, A.A. et al., 2002, Car travel time and accessibility by bus to general
practitioner services: A study using patient registers and GIS, 

 

Social Science & Medicine

 

, 55, 97–111.
With permission.

 

FIGURE 12.7

 

Percentage of patients with no weekday bus service to a GP surgery, Autumn 1997.
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FIGURE 12.8

 

Classification of South Norfolk parishes by bus provision, 1997 and 2000.
Reprinted from Lovett, A.A., Sünnenberg, G., and Haynes, R.M., 2003, Accessibility to GP
surgeries in South Norfolk: A GIS-based assessment of the changing situation 1997–2000,
in Kidner, D. et al., Eds.,

 

 Innovations in GIS 9: Socio-Economic Applications of Geographic
Information Science

 

, London: Taylor and Francis, 181–198. 
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It is apparent from the map that in Autumn 1997 there were several clusters of
parishes, particularly in western Norfolk and northern Suffolk, where high propor-
tions of patients had poor bus provision. Several of these areas have since experi-
enced improvements in services, a point illustrated by Figure 12.8, which shows a
classification of bus provision for the parishes of South Norfolk in Autumn 1997
and Autumn 2000. Table 12.3 shows population totals (derived from GP register
data) for the parishes at the two dates and highlights the particular reduction in
numbers within the poorer bus service categories.

Several issues arise when combining measures of travel time and public
transport provision to produce overall assessments of variations in accessibility.
If car and bus travel times have been calculated, then they can be summed to
derive an overall indicator (e.g., Martin et al., 2002). It is, nevertheless, ques-
tionable whether car and bus times are directly comparable and, more importantly,
it is arguable that simply summing such measures can obscure some important
differences in accessibility problems between areas. In the East Anglian studies,
it was found more informative to cross-classify areas in terms of their average
travel time and bus frequency to produce maps of the type shown in Figure 12.9.
This type of classification can be readily extended to include information on
community transport provision and may be supplemented by the calculation of
socioeconomic or health variables for categories of areas. Table 12.4 provides an
example of such information for East Anglian parishes identified as being more
than 10 minutes car travel time from a GP surgery and further subdivided by
their bus and community transport provision. One particular feature of the results
is that among these rural parishes the highest levels of several health needs
indicators were found in the most inaccessible locations, a trend consistent with
the inverse care law (Hart, 1971). 

If data from GP patient registers are available then it is also possible to compute
accessibility measures for individual practice lists. Table 12.5 illustrates this option

 

TABLE 12.3
Classification of Parishes in South Norfolk by Bus Service for Majority of 
Residents

 

Population

 

Total (%)

Category of Bus Service 1997 2000 1997 2000

 

4 return daytime services per weekday 086,243 093,020 079.6 082.0

1 to 3 return daytime services per weekday 009,515 007,610 008.8 006.7

Journey to work service per weekday 006,078 006,303 005.6 005.6

1 return daytime service 2 to 4 days per week — 003,310 — 002.9

1 return daytime service on 1 weekday 003,098 001,324 002.9 001.2

No bus service 003,380 001,813 003.1 001.6

Total 108,314 113,380 100.0 100.0
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using information for several Norfolk practices on the percentages of patients with
poorer accessibility (i.e., longer car travel times and limited or no bus provision) in
1997 and 2000. The contrasts between practices and over time are evident, demon-
strating the usefulness of such information for primary healthcare planning and
management (Lovett, Sünnenberg, and Haynes, 2003).

 

FIGURE 12.9

 

A classification of areas in East Anglia by accessibility to GP surgeries.
Reprinted from Lovett, A.A. et al., 2002, Car travel time and accessibility by bus to general
practitioner services: A study using patient registers and GIS, 

 

Social Science & Medicine

 

,
55, 97–111. With permission.
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TABLE 12.4
Characteristics of Parishes More than 10-Minutes Car Travel Time from a GP 
Surgery

 

Category of Public 
Transport Provision

GP Patients 
in 1997

1991 
Population 
without a 
Car (%)

1991 
Population 
Aged 75 

(%)

Townsend 
Deprivation 

Index 
Long-Term 

Illness Ratio 

 

Good bus service every 
weekday

24,810 8.4 7.1 –2.79 69.1

Moderate bus service 
every weekday

70,743 7.2 6.3 –2.81 68.1

Limited bus service 
every weekday

35,647 7.4 6.0 –2.01 68.5

No bus service every 
weekday, but some 

community transport

34,779 7.5 6.8 –2.32 71.5

No bus service every 
weekday and no 

community transport

19,447 9.0 7.4 –1.25 76.3

 

Source

 

: Reprinted from Lovett, A.A., Sünnenberg, G., and Haynes, R.M., 2003, Accessibility to GP
surgeries in South Norfolk: A GIS-based assessment of the changing situation 1997–2000, in Kidner,
D. et al., Eds.,

 

 Innovations in GIS 9: Socio-Economic Applications of Geographic Information Science

 

,
London: Taylor and Francis, 181–198. 

 

TABLE 12.5
Patients with Potential Accessibility Difficulties for Selected 
Norfolk GP Practices

 

GP Practice
Registered Patients in Poorer Accessibility 

Categories (%)
1997 2000

 

A 14.0 01.0
B 00.2 00.2
C 03.6 02.4
D 10.0 04.9
E 06.5 05.8
F 25.7 23.6
G 07.0 08.0

 

Source: 

 

Reprinted from Lovett, A.A. et al., 2002, Car travel time and accessibility
by bus to general practitioner services: A study using patient registers and GIS,

 

Social Science & Medicine

 

, 55, 97–111. With permission.
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12.5 CONCLUSIONS

 

This chapter has discussed recent developments in the use of GIS to assess variations
in accessibility to primary healthcare services. It is apparent that GIS has made it
much easier to calculate travel times along road networks and this approach is
certainly superior to reliance on straight-line distances in the great majority of
circumstances. Another feature of recent studies has been efforts to model accessi-
bility by public transport and these have varied from classifications of areas by levels
of bus provision to the detailed representation of bus routes as features in vector
networks. It is fair to say that there is still work to be done in terms of identifying
more-effective ways of modeling variations in accessibility by bus over large regions,
and there is need for more sophisticated treatment of the services provided by
community transport schemes, particularly taking account of the availability of
volunteer drivers relative to travel demand. Finally, the issue of how to combine
such different measures of accessibility in an overall indicator that could be directly
used by NHS or local authority staff merits attention. This is not a straightforward
matter, but the use of space-time prism concepts (Miller, 1991; O’Sullivan et al.,
2000) is one approach that deserves further investigation.

On a practical level, the quality of results that can be obtained from an acces-
sibility modeling exercise is dependent on the nature of the available data. As
discussed above, details of facility locations, road networks, and population distri-
butions are relatively straightforward to obtain, though in the context of primary
healthcare there are particular advantages if GP patient registers can be used as a
source of demographic information. Now, the major challenge is incorporating
details of public transport provision within a GIS. Current approaches are too labor
intensive to be used on a routine basis and it is therefore important to start integrating
timetable information systems (e.g., http://www.journeyweb.org.uk) with GIS so that
service details can be seamlessly transferred from one to the other. Only through
such integration will it really become feasible to model accessibility by public
transport in both a continuously updated and detailed manner. Such an improvement
in databases will also provide the platform for developments in modeling techniques
and further enhance the contribution that GIS can already make to the evaluation of
accessibility to primary healthcare services.
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13.1 INTRODUCTION

 

GIS plays a variety of roles in the planning and management of the dynamic and
complex U.S. healthcare system. Although still at an early stage of integration into
public healthcare planning, GIS has shown its capability to answer a diverse range
of questions relating to the key goals of efficiency, effectiveness, and equity of the
provision of public health services. Unquestionably, GIS will play a significant part
in the reorganization of U.S. public health planning in the twenty-first century
(Kamel Boulos, et al., 2001; Yasnoff and Sondik, 1999), especially in response to
sweeping changes taking place in the handling of health information. Exactly what
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roles it will take on and to what degree GIS will affect structural change is subject
to debate (Richards et al.

 

,

 

 1999a,b). Consequently, the principal goal of this chapter
is to consider the uses of GIS for public healthcare planning in light of the nature
of the U.S. healthcare system and against the background of current endogenous
and external forces.

GIS is only one component of health information technology that is trans-
forming the U.S. healthcare system, a system that is notoriously dependent on
many independent individuals working with diverse sources of data and traditional
means of generating information. Linking health data with geographic, demo-
graphic, social, economic, and environmental data through a common geographic
footprint (Goodchild, 1999) creates considerable benefits for different compo-
nents of the health system. These benefits result from adopting digital methods
in public health planning, such as in the recording of vital statistics and mapping
disease (Curry, 1999). The scope of public health planning is being extended by
the realization of a broader set of GIS abilities that allow for the analysis of
complex situations. The presentation of these abilities to a wide public health
audience provides a better understanding of geographic patterns, spatial associ-
ations, and related phenomena (Thrall, 1999). Mathematical and statistical mod-
ules embedded in GIS enable the testing of hypotheses and the estimation,
explanation, and prediction of spatial and temporal trends (Kuldorff, 1999; Law-
son et al., 2000). Increasingly, these modules are being tailored to the specific
needs of public health practitioners.

GIS will become more significant in public heath if only because of the size of
the market. Yet despite the heavily privatized nature of the U.S. healthcare system,
government entities have been extremely important as early adopters and promoters
of GIS (Richards et al., 1999a). While the regulatory and enforcement activities of
government have not mandated the use of GIS, federal and state agencies have
demonstrated GIS to be a successful means to monitor, assess, and evaluate responses
to legislation (Davis, 2001; U.S. National Cancer Institute, 1999). Similarly, for
many of the same reasons that other private businesses have found it beneficial, the
large for-profit sector of the healthcare system is taking up GIS to reduce costs and
increase profits (Hecht, 1994; Miller, 1994).

This review of GIS in public health planning begins by describing some broad
characteristics of the U.S. health system. The second section investigates the range
of GIS operations embedded within the core functions of public health services and
the cycle of healthcare planning. The third section focuses on the public sector and
provides examples from national, state, and local scales. The promotion of GIS by
the Centers for Disease Control and Prevention (CDC) is examined, together with
the National Cancer Institute (NCI), the National Association of City and County
Health Organizations (NACCHO), and other entities. External influences will be
addressed, notably those arising from the U.S. legal code. Other influences to be
considered include national health policy, the national electronic data and dissemi-
nation systems, and health assessment initiatives. The chapter will conclude with a
view to the future by considering the directions and trends in GIS technology, as
they relate to public health priorities in the U.S.
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13.2 THE U.S. HEALTHCARE SYSTEM, PUBLIC HEALTH 
PLANNING, AND ROLES FOR GIS

 

Responsibility for strategic healthcare planning lies at the federal, state, and local
levels of authority and in the private sector. Policies set out in 

 

Healthy People 2010

 

(HHS, 2000) are extremely influential at the national level. The 467 objectives of

 

Healthy People 2010

 

 work down via state channels to day-to-day management and
practice in the local health districts. The following section focuses on the U.S. health
setting and core functions of public health.

In 2002, as in 1932 when the first official estimate was made by the Committee
on the Cost of Medical Care, the U.S. economy was able to support the provision
of satisfactory, affordable healthcare to all people (U.S. Public Health Service, 1999).
The political and economic reality is that the nation chooses not to provide such
coverage. The U.S. public spends absolutely and relatively more on healthcare than
any other nation — $4300 per capita in 2000, 14 percent of the gross domestic
product (GDP) (Thorpe and Knickman, 2002) — yet there remains an underserved
population of more than 44 million people who have no health coverage ( WHO,
2000). Rodwin (2002) distinguishes the U.S. system from others by its emphasis on
private providers. The predominant method of payment for health services is by
patients and private third-party insurers, a model characterized by Gatrell (2002) as
“anti-collectivist.” With the notable exception of Medicare, there is no national health
insurance. Medical care payments for the elderly, military, and indigent poor are
derived from federal sources. Although Medicare boasts enrollment of more than
90 percent of those over 65, it provides limited benefits to enrollees (Sultz and
Young, 2001). Primarily dependent on personal responsibility for health costs, the
United States suffers from enormous social and geographical inequities in delivery
of and access to healthcare (see Gatrell, 2002). Providing and financing healthcare
delivery is one of the most disputed and persistent political problems in the United
States.

Kovner and Jonas (2002) define three broad objectives for the U.S. healthcare
system:

1. Ensure access to basic healthcare for all
2. Attain universal health insurance coverage
3. Regulate private providers more effectively

Achieving these objectives requires the accurate and repeated measurement of what
constitutes basic and necessary healthcare, the unequivocal assessment of system
performance, and the identification and provision for those who do not have access
to care. GIS has demonstrated the capacity to address the important geographical
and spatial components — needs assessment, coverage, access, delivery, and eval-
uation — and to be capable of being integrated into comprehensive health informa-
tion systems. There is growing evidence that incentives to integrate GIS within
healthcare information systems will lead to an improved healthcare system (Pollard,
2002; Singer and Ryff, 2001).
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One way to integrate GIS is to place it in the cycle of strategic public health
planning. Since public health organizations deliver services to ever changing popu-
lations, they must build in flexibility to remain pertinent to their mission. Constantly
updated demographic and epidemiological information is vital to the task. Jaeger
(2001) emphasizes the need to develop effective public health strategies and struc-
tures compatible with long-term survival of the organization. Figure 13.1 modifies
the strategic planning process through the inclusion of GIS operations at different
stages of the cycle. The 

 

Healthy People 2010 Toolkit

 

 (U.S. Dept. of Health and
Human Services, 2000) provides a candidate strategic planning process to be mod-
ified to include GIS functionality. Illinois has a multiorganizational approach to
strategic planning, reaching across public health agencies, business, labor, health
management organizations (HMOs), insurers, and other interested groups (Illinois
Public Health Futures, 2002). The information required by the goals of geographic
access to primary care physicians and to a data-driven health policy demands a
geographical dimension. Whether GIS finds an established place in these strategic
planning activities remains to be seen.

The U.S. Public Health Service (1999) Steering Committee (USPHSSC) has
identified ten essential services provided by public health practitioners and agencies.
GIS functions can be linked to these essential public health services as geographical
and spatial factors can be recognized readily in all ten. Richards et al. (1999e) have
illustrated the manner in which practitioners may apply GIS. As Table 13.1 illus-
trates, GIS functions in public health planning range from

System performance (Handler et al., 2001)
Market research (Lang, 2000)
Facilities management (Ibaugh et al., 1995; Isken and Rajagopalan, 2002;

Poage, 2000; Rushton, 1999)
Site location (Duarte, 1998)
Patient records (Lee and Irving, 1999; Shull et al., 1998)

to

Epidemiology (Goswami et al., 2002)
Intervention (Cruz et al., 2001; Reissman et al., 2001; Rogers, 1999a)

Potential users of GIS range from health planners to business managers, financial
planners, and health center administrators in the private sector engaged in profit
maximizing strategies and niche market analysis. The rise to prominence of health-
care organizations (HCOs), managed care organizations (MCOs), and HMOs has
increased attention to under- and overutilization of medical services and cost con-
tainment (Wennberg and Cooper, 1999).

Compared with other application areas such as natural resource management,
urban planning, and transportation planning, the healthcare profession has been
relatively late in adopting GIS. Richards et al. (1999b) observe, “Many state and
local public health practitioners have not yet started to explore how GIS can be
used to help improve performance of essential public health services.” The origins
of GIS in public health in the United States lie predominantly in the academic
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study of epidemiology and disease distributions (Clarke et al., 1996; Croner et
al., 1996; Gatrell and Senior, 1999; Khan, 1999). As with other rapidly expanding
fields of knowledge, progress is often documented in hard-to-retrieve grey pub-
lications. Articles in sources such as the 

 

Proceedings of the Workshop on Auto-
mated Cartography and Epidemiology, 1976

 

 and the 

 

Proceedings of the Interna-
tional Symposium on Computer Mapping in Epidemiology and Environmental
Health, 1995

 

 are oriented to the research community and not toward the practical
needs of healthcare workers. As in other spheres, a few individual champions
have pioneered and promoted the use of GIS within public health. Several of
these advocates were instrumental in the organization of a milestone GIS and

 

FIGURE 13.1

 

The strategic planning cycle in public health framed for GIS. Adapted from
Jaeger, F.J., 2001, Strategic planning: An essential management tool for health care organiza-
tions and its epidemiological basis, in Oleske, D., Ed., 

 

Epidemiology and the

 

 

 

Delivery of Health
Care Services: Methods and Application,

 

 2nd ed., New York: Kluwer Academic and Plenum.

Start: Planning process:
Delineation of project

Adopt, review and revise mission.
Review  mission in geographical or spatial

terms

Situation Analysis: WHERE?
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a) Market analysis
i) Population characteristics
ii) Epidemiological data

(incidence, prevalence,
emerging diseases, vectors)

iii) Market research
(geodemographics)
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i) Political, economic,

technological (PEST)
c) Competitor / Collaborator analysis
d) Internal organizational audit

i) Resources, capabilities
(location, distribution,
allocation)

e) Quality audit
i) Clinical outcomes (discharge

and ambulatory)
ii) Market perceptions /

expectations
iii) Stakeholder relationships

(Web GIS)

Apply a framework for strategy development:
Specify goals, key issues, and measures of
success.
WHY? - Conceptualize spatial processes for GIS
design. Spatial measures of effectiveness,
efficiency, and equity.

Generate, evaluate and
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GIS as spatial decision support
system.
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TABLE 13.1
Illustration of Possible GIS Uses for Essential Public Health Services

 

Essential Public Health Services Public Health Use of GIS

 

Monitor health status to identify 
community problems

Teenage pregnancy rate mapping by school district for 
community involvement and intervention targeting.

Diagnose and investigate health 
problems and health hazards in the 
community

Spatial analysis of discharge and ambulatory care records for 
specific ICD-10

 

a

 

 or DRG

 

b

 

 codes. Linkage of workplace or 
residential exposure to usual clusters or increased cases. 
Intervention and evaluation.

Inform, educate, and empower people 
about health issues

Spatial data exploration/data mining of lifestyle segmentation 
data to identify neighborhoods with at-risk populations (e.g. 
excess tobacco use). Development of area-specific 
prevention campaigns.

Mobilize community partnerships and 
action to identify and solve health 
problems

Immunization rate levels increased by identifying churches 
and schools for health promotion and matching geographic 
patterns of available workforce to minimize travel distance 
of children and nurses.

Develop policies and plans that 
support individual and community 
health efforts

Geocoding of Medicare residents and healthcare facilities. 
Optimization of facility utilization based on insurance 
coverage, health status, travel times, and access to public 
transportation. 

Enforce laws and regulations that 
protect health and ensure safety

Match enforcement and regulatory agencies to service areas. 
Assign environmental complaints to correct service area. 
Automated geocoding and address correction.

Link people to needed personal health 
services and ensure the provision of 
healthcare when otherwise 
unavailable

Meeting health needs of non-English speaking people. 
Matching patient with same language provider. Providing 
travel details in patient's native tongue.

Ensure a competent public health and 
personal care workforce

Direct distance education to public health practitioners by 
identifying groups of specialists; by mapping high-risk 
areas, high prevalence, or emerging disease; and by locating 
individuals responsible. Identify practitioner deficiencies by 
area and mount campaigns to recruit for deficit regions.

Evaluate effectiveness, accessibility, 
and quality of personal and 
population-based health services

GIS maps of service provided and expenditures of service 
delivery facilities linked to demographic and community 
information sources to allocate resources, evaluate effects 
on specific preventable health outcomes.

Research for new insights and 
innovative solutions to health 
problems 

Population and residential land use forecasting. Time-series, 
high-resolution imagery integration to generate community 
health reports and needs prioritization and planning. 
Integration of spatial statistics and modeling modules. 
Mobile GIS for on-site geospatial data acquisition and 
analysis. Enhanced reality for disaster management and 
training.

 

a

 

 International Classification of Diseases.

 

b

 

 Diagnosis-Related Groups. 
Adapted from Richards et al., 1999e; Thrall, G.I., 1999, The future of GIS in public health management
and practice, 

 

Journal of Public Health Management Practice

 

, 5, 4, 75–82; and U.S. Public Health
Service, 1999, Core public health functions, USPHS Steering Committee, Public health in America,
Washington, D.C.: GPO, http://www.health.gov/phfunctions/public.htm.
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Community Health Roundtable in 1998 (Richards et al., 1999a). In the same way,
the landmark Third National Conference on Geographic Information Systems in
Public Health, 1998, in San Diego owes much to a few prescient and persistent
individuals (Williams et al., 1998).

In 

 

GIS and Public Health,

 

 the first GIS textbook specifically targeted at
public health practitioners, Cromley and McLafferty (2002) detail the funda-
mentals and applications of GIS. Documenting the rise of GIS in public health
applications during the late 1990s, Cromley and McLafferty explain the rapid
expansion by the development of digital databases and specific health-related
applications. They emphasize the central role of the federal government in
stimulating the diffusion of GIS applications into the health sector and give
prominence to GIS in environmental epidemiology, the mapping of infectious
and vector-borne diseases, and the determination of access and location of health
services. The value of GIS is quickly emerging in community health, an area of
interest fed by the recent engagement of grassroots movements with public-
participation GIS for the greater involvement of people to determine their health
status and care (Buchanan et al., 2001). In a more popular vein, Lang (2000)
has contributed 

 

GIS for Health Organizations

 

, which publicizes ESRI's entry
into the healthcare market and provides several examples of GIS use in the
private sector. Conferences and Web communications, however, continue to play
a significant role in the popularization and dissemination of GIS technology,
methods, and advances. Most influential is the bimonthly newsletter, 

 

Public
Health GIS News and Information, 

 

edited by Croner at the National Center for
Health Statistics (NCHS). Additionally, a special issue of the Annual Review of
Public Health features GIS.

 

13.3 EXAMPLES OF GIS FOR PUBLIC HEALTH 
PLANNING

 

Effective applications of GIS to public health planning are found in federal, state,
and local institutions and authorities. The programs Epi Info™/Epi Map (Centers
for Disease Control, 2002), GATHER (Geographic Analysis Tool for Health and
Environmental Research) (Agency for Toxic Substances and Disease Registry, 1998),
the Dartmouth Atlas of Health Care (2002), and NACCHO illustrate the advance of
GIS into agencies at the national scale. Local health district applications are too
numerous to be represented in this small space. Counties in Georgia and Oregon,
detailed below, provide characteristic examples. Information collaboration is being
promoted as a model for wider adoption (Lasker, 1997; Nyman, 1997) and consortia
in San Diego, CA, and in Louisville and Jefferson County, KY, are illustrative of
this trend (e.g., http://www.sandag.org and http://www.lojic.org/lojicdoc/data-
doc/lojicmap/lojic.pdf).

Private sector ventures into public health information systems span scales of
application from the individual local firm or facility to businesses of regional and
national scope.
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13.3.1.1 Epi Map 2000 (CDC, 2000)

 

The Centers for Disease Control and Prevention are national leaders in the intro-
duction of GIS for public health purposes by demonstration, education, research,
and software development. Epi Info 2002 developed by the CDC, is personal com-
puter software designed for epidemiologists, public health professionals, and other
medical professionals to gather primary data, merge it with existing secondary data,
and produce epidemiological statistics, tables, graphs, and maps (Dean, 1999a). Epi
Info is compatible with Microsoft

 

®

 

 Access, structured query language (SQL), and
open database connectivity (ODBC) databases. It can be programmed with Visual
Basic

 

®

 

 6 and HTML and used on Web browsers. Windows

 

®

 

-based user interfaces
can be designed for standard questionnaires or for particular data entry needs. The
low end of current generation personal computers meets the hardware requirements,
ensuring widespread use even in budget-strapped health departments.

Data from Epi Info 2002 is processed with Epi Map 2002 for spatial analysis
and map display. Epi Map is an ArcView

 

®

 

-compatible GIS, which has been devel-
oped using ESRI’s MapObjects

 

®

 

 software (Ralston and Xin, 2000; see also Vinod,
2002). Users can develop GIS applications and analytical modules, which can easily
be shared in the broader community. Tutorials are included with the software and
the CDC frequently offers telebroadcasts and video seminars available on the Web.
Given its free availability and the CDC imprimatur, the uptake of Epi Map will be
extensive in the health community. Although users may initially focus on Epi Info,
the ease with which spatial analysis and cartographic output can be accomplished
will ensure the spread of spatial uses. The latest version of the CDC’s Epi Info was
released on September 16, 2002, and can be downloaded from http://www.cdc.gov.

 

13.3.1.2 Geographic Analysis Tool for Health and 
Environmental Research 

 

Congress created the Agency for Toxic Substances and Disease Registry (ATSDR)
in 1980 as the primary agency within the U.S. Public Health Service to implement
the health-related sections of laws that protect the public from hazardous wastes and
environmental spills of hazardous substances. ATSDR is commissioned under the
Comprehensive Environmental Response, Compensation, and Liability Act of 1980
(CERCLA), commonly known as the Superfund Act

 

to assess the presence and nature of health hazards at specific Superfund sites, to help
prevent or reduce further exposure and the illnesses that result from such exposures,
and to expand the knowledge base about health effects from exposure to hazardous
substances (Heitgerd, 2001).

 

GATHER is a Web-based GIS designed to meet the mandate of ATSDR to monitor
the performance of environmental clean up ordered under Superfund legislation.

Using Toxic Release Inventory data (Stockwell et al., 1993) and geographical and
demographic data from the U.S. Bureau of Census, GATHER is able to display map
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layers for areas around Superfund sites and to perform simple spatial queries and
analysis. GATHER suffers from the problems associated with the positional accuracy
of public-domain spatial data and large variations exist in coding and positional
accuracy because the data are reported from many sources. The use of census infor-
mation is also problematic in this context, as the demographic data are available for
area rather than point locations and the areal units generally represent place of residence
rather than schools and workplaces within the population’s activity space.

Until there is greater public understanding about the spatial and temporal limi-
tations of available data, of scale, and of methods of analysis, investigating the causal
relationships of exposure to toxic substances and health outcomes will continue to
pose difficulties. Nevertheless, ATSDR personnel have long been at the forefront of
GIS development and dissemination in public health. They can be credited with
introducing the technology and educating many health professionals in its appropri-
ate use. Recently extended to other CDC divisions, GATHER provides the Web-
enabled user with basic information and the dissemination of location-specific car-
tographic and tabular information.

 

13.3.1.3 The Dartmouth Atlas of Health Care

 

The primary objective of the Dartmouth Atlas project is to describe the allocation
and use of medical services and facilities both at the national level and for small
areas representing service catchments (Goodman and Wennberg, 1999; Wennberg
and Cooper, 1999). GIS is used within the multidisciplinary project to combine
healthcare claims databases (e.g., Medicare) with spatial data (e.g., zip code bound-
aries) to create 3436 healthcare service areas (HSA) for the United States, which
reflect functional regions. HSAs are grouped further into 306 hospital reference
regions (HRR), representing the utilization patterns of patients of the healthcare
facilities they use most frequently. Beyond regionalization, GIS is used for map
comparison, overlay, spatial query, and analysis to examine the regional variations
in the overuse, underuse, and misuse of medical services.

The Dartmouth Atlas project has provided evidence of significant geographical
variation in the consumption of healthcare resources.

 

 

 

According to Wennberg and
Cooper (1999) “in health care, geography is destiny. The amount of health care
consumed by Americans is highly dependent on where they live.” The Dartmouth
Atlas team has highlighted six themes based on the compilation of data, which have
been studied in-depth:

1. Comprehensive centers of medical excellence demonstration project
2. Unwarranted variations in healthcare
3. Determining whether more healthcare is better
4. Reforming the Medicare program
5. Care at the end of life
6. Shared decision making

The published maps and the data used to create them are available at the Dartmouth
Atlas Web site (http://www.dartmouthatlas.org/). Additionally, users can perform
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their own analyses using the project’s data. The Dartmouth Atlas is informative,
educational, and an interactive research tool. GIS applications are increasingly being
grafted on to electronic atlases developed to detect patterns in disease (Gunderson,
2000), mortality rates (Pickle et al., 1996), gender, age, and ethnicity (Casper et al.,
2000, 2001). These are available online with varying degrees of analytical capability.

 

13.3.1.4 The National Association of City and County Health 
Officials 

 

National professional organizations have strong agenda-setting capabilities and influ-
ence political forces in healthcare planning. One of these, the National Association
of County and City Health Officials, is a national nonprofit organization representing
all local governmental public health agencies, including counties, cities, townships,
and tribal reservations (Bouton and Fraser, 1999). NACCHO promotes its agenda
in Congress and provides education, information, research, and technical assistance
to local health departments. A major goal is support of information technology
partnerships among local, state, and federal agencies. To this end, NACCHO has
published protocols for the use of GIS, as well as guidelines for excellence in public
health (NACCHO, 2000). One guide (NAACHO, 1996) demonstrates how a local
health department can use GIS to protect the community from toxic substances in
the environment. Another illustrates local public health agency GIS projects (NAA-
CHO, 1999) using case studies on environmental justice, water supply protection,
and sanitation management to demonstrate practical models for GIS implementation.
The NACCHO Web site also supports an online tutorial for an introduction to GIS
concepts and use (Meuser, 2001).

The National Association for Public Health Statistics and Information Systems
(NAPHSIS) is an organization for public health professionals interested in the use
of public health information. While not espousing GIS directly, NAPHSIS promotes
standards for electronic vital statistics registries, directly affecting spatial data han-
dling (Lorence et al., 2002). Because obtaining accurate addresses for vital statistics
is crucial for their use, integrating an electronic registry with an address-matching
program serves to verify address accuracy while generating the corresponding Fed-
eral Information Processing Standard (FIPS) codes. A comparison of best practices
in California, Minnesota, New Hampshire, New Jersey, New York City, and New
York state is available at the NAPHSIS Web site (www.naphsis.org/).

Many other professional organizations have an influence on the degree of GIS
uptake in healthcare through education and advocacy. Examples include the Amer-
ican Public Health Association (APHA), the Association of State and Territorial
Health Officials (ASTHO), the National Association of Counties (NACo), the
National Academy of Public Administration (NAPA), National States Geographic
Information Council (NSGIC), and the Urban and Regional Information Systems
Association (URISA). Cross-membership in these organizations is frequent, result-
ing in the advancement of common purposes and memoranda of agreement that can
promote jointly held aims, enabling faster adoption of standards, data policies, and
technologies (NSGIC, 2002).
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13.3.2.1 NCI: Long Island Breast Cancer Study (LIBCS)

 

NCI has developed a prototype GIS for health (GIS-H) for breast cancer studies as
part of the Long Island Breast Cancer Study Project (http://www.healthgis-li.com).
The LIBCS Project was congressionally mandated in 1993, following evidence that
breast cancer rates on Long Island, New York, were significantly higher than the
national rate. GIS-H provides researchers with the means to study possible relation-
ships between purported environmental exposures and the spatial distribution of
breast cancer rates (see Rushton et al., 2000, Appendix A, for a list of GIS functions
in GIS-H). Further development of GIS-H will be a collaborative effort between
private industry, federal, state, and local government with members of the community
and academia.

Despite efforts at integrating local knowledge, GIS-H relies heavily on federal,
state, and local government databases. Many of these data sources do not provide
sufficient spatial and temporal resolution for precise scientific inquiry into causal
relationships between environmental exposures and disease rates. As a result, the
use of GIS-H as a scientific instrument has become contentious. Critical reviews in
the mass media have questioned the scientific credibility of the enterprise (CDC,
2002). To benefit from the LIBCS experience, the U.S. Census and other agencies
have benchmarked GIS-H with an eye to generalization and wider adoption of the
tools (Broome, 1999).

With regard to the use of GIS at the state level, departments of health are
using GIS to monitor childhood vaccinations, infectious diseases, and legally
reportable infectious diseases (including tuberculosis, HIV, and sexually transmit-
ted diseases) and to develop strategies for preventing and controlling disease
(Becker et al., 1996; Zenilman et al., 2002). For example, the recent outbreak of
West Nile disease spawned applications in many states, chiefly used to disseminate
incidence by county. The Behavioral Risk Factor Sample Survey (BRFSS), Health
Care Financing Administration (HCFA, 1999) — now the Centers for Medicare
and Medicaid Services

 

 

 

(CMS) — data and many registries of disease are main-
tained and analyzed at the state level through GIS. Several states can be identified
as being in the vanguard of GIS applications in healthcare planning, such as
Minnesota and South Carolina. Missouri has adopted LandView

 

®

 

 IV, a GIS initially
developed by the National Oceanographic and Aeronautical Administration
(NOAA), to provide public health information about and for local communities
(McFaul, 2002). Until recently, state health departments focused on the use of
GIS to produce maps for reporting infectious and chronic disease distributions,
disease prevention activities, facility utilization, and behavioral risks. Today these
same maps are ubiquitously available on the Web.

Collaborative information sharing across many agencies is common practice. In
Minnesota, the planning agency, land management, environmental information, and
MetroGIS (stakeholders in the Twin Cities) collaborate under the auspices of the
Minnesota Governor’s Council on Geographic Information (LaVenture, 2002). A
pair of initiatives — the National Electronic Disease Surveillance System (NEDSS,
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1999) and the Assessment Initiative — drives the participation of public health
agencies in information partnerships.

Local governments are major users of GIS (Devasundaram, 1999), which is
made clear by a comparison of market segments. Of a $2 billion market for GIS in
North America in 1998, state and federal government accounted for $80 million
(ranked eighth in expenditures), whereas local government spent $576 million for
GIS (ranked first) (Warneke et al., 1998). GIS is evidently in place in local city and
county agencies and departments, but is not yet as widely used by local health
districts as by other local bodies. At the local and county level, local health districts
deliver the majority of public health services and bear considerable responsibility
for surveillance, reporting, and enforcement of public health regulations. The United
States contains 3500 counties, varying in population from Los Angeles (9.7 million
in 2001) to Slope, ND (754 in 2001), therefore it is impossible to generalize about
the local health district use of GIS. Dekalb and Fulton counties in Georgia (Atlanta
metropolitan area) and Clackamas County, OR, are among those cited for advanced
GIS capabilities (Lapierre et al., 1999; Melnick et al., 1999; Roper and Mays, 1999).
Barndt (1999) describes an innovative grassroots application of GIS for maximizing
access to mobile facilities by underprivileged people in Milwaukee through the
identification of the location of individuals in need of care, public transportation
routes, and path minimizing algorithms.

Cromley and McLafferty (2002) report it is difficult to ascertain the extent and
degree of GIS adoption in the United States by private (for-profit and not-for-profit)
firms because of the lack of documentation. In the private sector, geodemographics
firms provide high spatial resolution, lifestyle segmentation data, which permit
extremely detailed assessments of the market (Weinstein, 1994; Weiss, 1999). Anal-
yses of facility utilization, patterns of medical procedures, drug prescription fre-
quency, and analysis of service provision are essential information for profitable
activity. In efforts to contain the cost of care to insurers, MCOs and HMOs monitor
and control payment for medical treatment, a task that inevitably requires spatial
analysis (McDermott, 1998; Perkins, 1999). Lang (2000) gives examples of phar-
maceutical sales territory identification by Health Products Research, the siting of
assisted living centers by a market research firm for a nursing home provider, and
locating vacant beds in Loma Linda Medical Center. Johnston and Schonhaut (2002)
describe managing client access and facilities for Kaiser Permanente, a southern
California HMO. As private firms become more deeply involved in providing public
health services, their primary interest in minimizing costs and maximizing profits
will chiefly influence their use of GIS.

 

13.4 IMPLICATIONS OF CERTAIN FEDERAL LAWS 
AND INITIATIVES

 

This section considers some federal laws, regulations, and executive decisions, which
have the potential to affect (directly or indirectly) the use of GIS in public health
planning. The most important legislation for users of public health information is
the Health Insurance Portability and Accountability Act (HIPAA), which was signed
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into law by President Clinton in 1996. The rise of managed care coupled with the
commercial use of health data by states and private companies led to demands for
greater regulation of this most sensitive information. Before the creation of the
HIPAA regulations, no comprehensive federal health privacy law existed in the
United States. In general, medical records were less well protected than credit reports
(Martinez, 2002). As medical information is among the most sensitive and personal
information collected, new information sharing and communications technology
raised concerns about the confidentiality and transferability of personal data. Under
Title II of the Act, the privacy rule applies to personal health information in elec-
tronic, written, oral, and any other form. While not explicitly referenced in HIPPA,
GIS greatly enhances the ability to identify (or misidentify) personal information
through spatial integration of data. GIS data pertaining to HIPPA regulations include
patient or provider name, driver’s license number, phone or fax number, patient ID,
social security number, address (either street or e-mail), health plan ID number,
photographs, and other biometric identifiers, e.g., finger or voice prints.

More directly affecting the public health community will be the creation of a
Homeland Security Department and laws promulgated in association with its broad
mission (National Strategy for Homeland Security, 2002). The proposed breadth of
the national strategy incorporates many functions that affect public health. Chief
elements of the national homeland strategy are development of the geospatial frame-
work, the National Spatial Data Infrastructure (NSDI), and the GeoSpatial One-Stop
initiative. With the burden of developing and paying for Homeland Security most
likely to fall to the state, many states are considering how best to manage GIS. The
Federal Geographic Data Committee documents on its Web site necessary elements
of spatial data and analysis for responding to the disaster management cycle. It can
be anticipated that public health organizations will reap dividends from new data
and the results of spatial analyses associated with emergency preparedness and
response (see Choi, 2002, for an example related to anthrax).

 

13.5 PROMISES AND PITFALLS: TRENDS AND 
DIRECTIONS IN GIS FOR PUBLIC HEALTH 
PLANNING

 

Several influences affect current trends and directions in the development of GIS
applications for public health planning. From the academic perspective, Rushton et
al. (2000) presented the need for improved space-time data models, as well as
enhanced communication between researchers and practitioners and an expanded
focus on social and spatial diversity as the principal challenges for the increased
uptake of GIS in public health. Technological opportunities embrace software, hard-
ware, the Internet, and networking; however, technical education and staffing are
troublesome issues for public health agencies. Data issues, a particular problem,
include access to accurate spatial data and the emergence of national, regional, and
local partnerships for data sharing. Other important external forces are associated
with new government regulation, both prior to and following the terrorist attacks of
September 11, 2001.
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As new versions of GIS software appear every 18 to 24 months, the industry
is quickly expanding into the public health market niche with customized products
(Turner and Bowers, 2000). Web mapping is growing in concert with the unfolding
of the broadband infrastructure necessary for the fast delivery of large volumes
of geospatial data (Foresman, 1999). On the Web, commercial geocoding services
are now available and meet a major need in local health districts, especially where
expert staff are limited. Until the telecom industry brings much needed innovation
and standardization in mobile telephone transmission reliability and coverage,
hand-held hardware is unlikely to predominate over personal computer applica-
tions of GIS in the United States. The next generation of mobile technology will
open many more options for real-time geospatial data acquisition and analysis,
especially in the area of location-based services. Given the commercial impetus,
a strong probability exists for the widespread availability of spatial statistical and
analytical Web-based services in the near future.

The integration of data, information, and knowledge has become a principal
theme in medical informatics (Pollard, 2002); regulation of the dissemination of
spatial data and the development of data sharing partnerships will be a significant
theme. As a check on these trends, the confidentiality of individual health and
household information will be firmly regulated by HIPPA and through possible
extensions of the Patriot Act. Federal Geographic Data Committee’s (FGDC’s)
Geospatial One-Stop provides standards for the geospatial framework data, imple-
ments an index to geospatial data holdings at federal and nonfederal levels, and
stimulates interaction in the health community about existing and planned spatial
data collections, but it is difficult to anticipate the level of adoption.

Data quantity and quality will improve. The lack of current, accurate, large
scale, low cost base maps essential for developing integrated health information
systems is a perennial problem, not restricted to the public health field. Some
types of geodata are new to healthcare planning, although long used in other
domains. For example, digital orthophotographs, available through NSDI, do much
to remedy the deficiencies in content and currency of spatial data. Long subject
to a lack of accurate location data, health and vital statistics registries will improve
because of better geocoding and initiatives like NEDSS (http://www.cdc.gov/
od/hissb/act_int.htm). When completed, NEDSS will integrate and electronically
link together a wide variety of health surveillance undertakings and will facilitate
more accurate and well-timed reporting of disease information to CDC and state
and local health departments. Major survey instruments, such as the BRFSS, have
substantially increased the intensity of locational sampling to meet substate sig-
nificance levels (http://www.cdc.gov/brfss). The drive for community level geodata
exists in the private geodemographics sector, but public domain equivalents may
need to be created (Dean, 1999b; CDC, 2000). Because minimization of data
expenditures in the short term will be at the cost of interoperability in the long
term, a forward-looking policy regarding maintainable and interoperable geospa-
tial data will increase the network effect and free up its huge capabilities.

Contrasting with these positive trends are the real and perceived limitations
of GIS. The sheer invisibility of “geography” both as an academic discipline and
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as an analytical perspective in the United States cannot be overstated (Dobson,
2002). The novelty of a geographical focus on problems and solutions may be one
reason why GIS has seen such a general boom in business. The relative invisibility
of geographical approaches is especially pronounced in a medical sector dominated
by individual transactions and responsibilities. Nevertheless, heightened concerns
for equity and spatial justice are encouraging the interweaving of issues of social
diversity and community economics and stimulating the need for an increased
geographic specificity (Maantay, 2002; Stoe and Oberle, 1999). As the quest for
better health information continues, issues of small area statistics (Lawson, 2001;
Wittie et al., 1996), ethnicity (Logan and Freeman, 2000), and gender (White and
Cerny, 1999; Wood and Coggan, 2000; Vlassoff and Garcia-Moreno, 2002) rise
to the forefront in geographical analysis. In the absence of an emphasis on geog-
raphy's contribution to spatial problem solving, however, much of the potential
benefit of GIS to public health may be squandered.

State and local public health staff are already overburdened and performing
their existing duties conflicts with the additional requirements for implementing,
maintaining, and using a GIS. Training and user support is a major financial burden,
especially for small institutions. Clearly, an increased level of GIS education is
necessary within schools of public health to ameliorate the situation (EPA, 1999).
Additionally, inexpensive training is being designed especially for public health
personnel. ATSDR, CDC, EPA, NAACHO, and the University of Iowa (Rushton
and Armstrong, 1997) provide workshops, telecasts, Web-based tutorials, and CD-
ROMs tailored to public health workers. A limited realignment of the public health
workforce will certainly occur to meet information technology needs, but the extent
will be restricted because more urgent workforce needs exist, for example in
nursing, rural physicians, and ancillary staff.

In 1999, Richards et al. (1999c) confidently predicted that by the year 2010,
“GIS applications in public health will no longer consist of the ad hoc approaches
we have seen in the 1990s.” Yet the fragmented and highly politicized nature of
the healthcare system argues against the smooth integration of GIS into routine
public health practice. From the hospital to the federal agency, a multiscale
complex exists, composed of multiple authorities, and characterized by a lack of
common direction and overlapping (and sometimes competing) missions. Although
the trajectories of the public health sector and of the national information infra-
structure will no doubt converge, the potential contribution of GIS use appears to
be diminished by the sheer magnitude of the current crises in healthcare costs,
medical coverage, and malpractice insurance. Nevertheless, public health measures
relating to Homeland Security, coupled with the necessary digital transformation
of information practices of the entire healthcare system, could dramatically
increase the pace of GIS uptake, with critical consequences for public health
planning.
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14.1 INTRODUCTION

 

Where do Europeans turn when they want reliable information on health? A Euroba-
rometer survey published today [16th April 2003] by the European Commission (EC)
shows that, across the European Union (EU), nearly one in four Europeans (23 percent)
use the Internet to get health information. The picture varies considerably, though,
between countries: in Denmark and the Netherlands around 40 percent of people use
the Internet for health information, while in Greece, Spain, Portugal, and France usage
is at 15 percent or less. Health professionals, such as doctors and pharmacists, are still
by far the most important source of health information for Europeans and the traditional
media — television, newspapers, and magazines — still outperform the Internet. Other
key findings of the survey are that medical and health organisations achieve the highest
trust rating on health issues (84 percent), while businesses and political parties receive
the lowest (16 and 11 percent, respectively).

“This survey shows that there is a clear demand for online health information among
Europe’s citizens, but it also highlights issues of trust,” said Health and Consumer
Protection Commissioner David Byrne. “A large number of Europeans are still unaware
of the amount and reliability of health information that can be found on the Web. The
EU, via the Public Health Action Programme and the E-health initiative, is working
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to ensure that Europeans have access to high quality, useful and trustworthy online
health information.” Improving health information and knowledge is one of the prior-
ities of the EU’s 

 

€

 

312 million Public Health Action Programme for 2003–2008
launched by Commissioner Byrne on 18 March.

 

1

 

The extracts above from the Public Health Directorate General of the European
Commission encapsulate the current situation in Europe in respect to the drive to
include health applications as a key component of the European Information Society.
They also reference the challenges that lay ahead including issues of lack of aware-
ness, widespread physical and social access to public sector information, and trust
in content providers. Trusting content providers includes having a clear regulatory
framework in place to ensure that privacy and confidentiality are protected and
information is not misused.

This fourth section of this book addresses these themes in four chapters, which
focus on the legal framework in respect to the protection of personal and health-
related information (Chapter 15), public attitudes toward confidentiality and the use
of health information (Chapter 16), and the opportunities and challenges opened up
by recent technological developments (Chapter 17). The purpose of this introductory
chapter is to:

• Provide the broad policy context for the development of the Information
Society in Europe (Section 14.2) 

• Outline the specific measures supporting European E-health and public
health programs (Section 14.3) 

• Discuss the recent developments in relation to environmental information
that are of great significance given the important relationships between
public health and environmental factors (Section 14.4)

• Review the recent initiatives to build the geographic information infra-
structure necessary to support the policies and programs discussed above
(Section 14.5)

 

14.2 DEVELOPING THE INFORMATION SOCIETY

 

The policy debate on the development of the Information Society in Europe can be
traced back to the 1993 Maastricht Treaty that gave the Union responsibility in
matters of trans-European networks in the transport, energy, and telecommunications
sectors, thus providing the legal basis for the development of the Information Soci-
ety.

 

2

 

 The EC white paper on Growth, Competitiveness, and Employment (Commis-
sion of the European Communities (CEC), 1993) stressed the urgent need for a pan-
European infrastructure to help boost economic growth and competitiveness at a
time when Europe was facing significant problems of industrial restructuring, and
long-term unemployment. The development of an information-based society was
seen as the key to the development of new job opportunities in the medium term.

 

1 

 

Source: 

 

http://europa.eu.int/comm/health/index_en.htm.

 

2 

 

Source: 

 

http://europa.eu.int/en/record/mt/top.html.
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Acting on the proposals made in the white paper, the European Council of Decem-
ber 1993 asked a group of high-level experts and industrialists under the chair of
Commissioner Martin Bangemann to draft a report on the Information Society, sug-
gesting practical ways that its objectives could be achieved. The Bangemann Report
(Bangemann, 1994) was published in June 1994, and identified the need to speed up
the process of liberalization of the telecommunications sector in Europe, hitherto
largely in the hands of state monopolies, and to reinforce universal service through
deregulation that would enhance competition and thus (it was assumed) drive down
prices. The Bangemann Report proposed a list of ten initiatives to demonstrate the
utility of new telematics applications, including teleworking, distance learning,
telematic services for health, trans-European public administrations networks, and city
information highways. The report argued that financing the information infrastructure
should come from the private sector, while the role of the EC would be to help target
long-term investment in the exploitation of available technology. These proposals were
incorporated into an action plan entitled “Europe’s Way to the Information Society”
(CEC, 1994), and has been supported by a number of funding streams in successive
Research and Development Framework Programs since 1994.

The political support behind the development of an Information Society in
Europe continued through the 1990s; it was reaffirmed at the highest level in 1999
by the adoption by the European Council of a new political initiative named E-
Europe (CEC, 1999). The key objectives of E-Europe are to:

• Bring all citizens, businesses, and administrations online
• Promote education and the availability of venture capital
• Ensure that the whole process is socially inclusive and strengthening social

cohesion 

E-Europe has been followed by two action plans for 2002 (CEC, 2000) and 2005
(CEC, 2002a) focusing on cheaper Internet access, education, and skills and key
application areas, including E-commerce, health, and the delivery of government
services and information. Of particular relevance for this discussion is the increased
emphasis on E-government with binding agreements among member states to reach
set targets for the delivery of public services online by 2005 and, as a corollary,
increased access to public sector information by all citizens. The action plans are
largely funded by national governments, with some core EU funding.

The EC initiatives to liberalize physical access have had some notable successes.
Most national telecommunications monopolies have been privatized, greater com-
petition has increased consumer choice and level of service, and the common stan-
dard for mobile telephony (GSM) promoted by the EC in 1994 has created a
multibillion euro market giving Europe a competitive edge in this sector (Liikanen,
2002; Standage, 2001). As a result, the high penetration of mobile phones across
many segments of society outstrips ownership of personal computers (PC) in Europe
and promises an alternative way to access Internet-based information and services
from the PC paradigm prevailing in the United States and Canada (Standage, 2001).

Another notable success has been the establishment of a regulatory framework
for electronic communications networks and services to ensure transparency and
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avoid market distortions by players exploiting their dominant position. This regula-
tory regime, agreed in April 2002, includes a Framework Directive (CEC, 2002b),
and Directives on Authorization (CEC, 2002c), Access (CEC, 2002d), and Universal
Service (CEC, 2002e), in addition to the one on Personal Data Processing and Privacy
enacted in 1997 (CEC, 1997) and revised in 2002 (CEC, 2002f). Aside from the
details of these directives, the recognition that this aspect of economic and social
life cannot be left exclusively in the hand of the market and requires a set of agreed
rules, checks, and balances is of extreme importance.

Against this set of initiatives, limited success has been achieved in increasing and
regulating access to information or content. A set of guidelines put forward by the EC
in 1989 (CEC, 1989) to promote access to information, transparency, and a level playing
field were largely ignored, partly because of a lack of enforceable legal backing, and
partly because of the immaturity of the market at that stage. It took another ten years
before the debate was relaunched with the publication in early 1999 of the green paper
on Public Sector Information: A Key Resource for Europe (CEC, 1998). This consul-
tation paper played a major role in raising the debate across Europe on the opportunities
created by the increased availability of public sector information (PSI) in digital format
for its reuse beyond the purposes for which it was originally collected. The paper
recognized existing barriers to accessing PSI, including different legal frameworks and
pricing regimes, and posed pertinent questions on the extent to which such frameworks
ought to be harmonized across Europe differentiating between administrative and non-
administrative data and essential versus value-added data.

After extensive consultation, the green paper was followed-up by a communi-
cation (CEC, 2001a), and a draft directive (CEC, 2002g). The draft directive argues
the case for action at the European level to remove the barriers identified and creates
a minimum level of harmonization on the commercial and noncommercial reuse of
PSI. Disappointingly, it does not address issues of access to data, arguing that these
are best dealt with at national, regional, and local levels. Instead, it focuses on
ensuring a level playing field, transparency, and nondiscriminatory practices in the
conditions for the reuse and exploitation of data that are already accessible. The
European Parliament scrutinized the draft in February 2003, with a robust debate
between those members who wished to extend the provision of the directive to
include a wider definition of PSI and require that it should be made available at no
more than marginal cost and those who opposed such measures. In the event, a small
majority lead by the United Kingdom and Germany rejected the amendments pro-
posed by the rapporteur, Wim Van Velzen, who then commented:

 

This small majority in the European Parliament would rather see that the private sector,
and in particular SMEs, keep on paying the public sector (i.e., via the return on investment
on the re-use of public sector information) and that there is no transparency on the re-
use. Also, this small majority seems to think that more bureaucracy is favourable in this
matter: the text as adopted today still leaves room for public sector bodies to approve (or
not) the re-use of public sector information, while we are talking here about information
that is already generally accessible! Having to ask for approval for re-use for generally
accessible information in many cases even means a step backwards.

 

1

 

1 

 

Source: 

 

http://www.wimvanvelzen.nl/e_statement.php3?statementid=46.
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The revised draft directive obtained unanimous approval in the Telecommuni-
cations Council of Ministers on March 27, 2003. Europe is, of course, not alone in
pushing forward Information Society initiatives. In the United States in 2002, for
example, the federal government passed the E-Government Act to develop electronic
government services, promote the use of Internet and access to information to
citizens, and promote interagency collaboration. The act has an allocation of over
$350 million for the period of 2003 to 2006 (U.S. Congress, 2002, Section 3604).

The extent of developments worldwide in promoting E-government can be seen
from a recent survey (Accenture, 2003) of E-government initiatives across 22 coun-
tries. The findings indicate that Canada, Singapore, and the United States are at the
forefront of such developments, closely followed by Australia, Hong Kong, and a
group of leading European countries (see Figure 14.1).

From a more global perspective, the United Nations (UN) General Assembly
Resolution 56/183 endorsed the framework for the first world summit on the Infor-
mation Society, which was held in Geneva on December 10–12, 2003. The resolution
described the purpose of the summit as being the development of a common vision
and understanding of the Information Society and the adoption of a declaration and
plan of action for implementation by governments, international institutions, and all
sectors of civil society

 

. 

 

The

 

 

 

plan of action will address the following issues:

 

1

 

• Information and communication infrastructure
• Financing and investment 
• Affordability 
• Development 
• Sustainability

• Access to information and knowledge
• The role of governments, the business sector, and civil society in the

promotion of information and communication technologies (ICT) for
development

• Capacity building
• Human resources development
• Education
• Training

• Security
• Enabling environment
• Promotion of development-oriented ICT applications for all
• Cultural identity and linguistic diversity, local content, and media devel-

opment
• Identifying and overcoming barriers to the achievement of the Information

Society with a human perspective

The second phase of the World Summit will be held in Tunis in 2005.

 

1 

 

Source: 

 

http://www.itu.int/wsis/.
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14.3 FOCUS ON HEALTH

14.3.1 E-H

 

EALTH

 

As indicated in the previous section, there are a large number of initiatives worldwide
to promote the use of ICT by citizens, governments, and businesses. As recognized
by many commentators (Craglia and Masser, 2003; Niles and Hanson, 2003; Smith
and Craglia, 2003) just promoting access to information electronically is not enough
unless it is functional, responding to genuine needs, including the provision of more
effective and efficient services to citizens. It is for this reason that even the earlier
documents on the Information Society (Bangemann, 1994) placed great importance
on citizen-centered applications such as E-government and E-health. In relation to
the latter, the vision of ten years ago was for the following:

 

Less costly and more effective healthcare systems for Europe’s citizens: What should
be done? Create a direct communication “network of networks” based on common
standards linking general practitioners, hospitals, and social centres on a European
scale. Who will do it? The private sector, insurance companies, medical associations,
and Member State healthcare systems, with the European Union promoting standards
and portable applications. Once telecom operators make available the required networks
at reduced rates, the private sector will create competitively priced services at a Euro-
pean level, boosting the productivity and cost-effectiveness of the whole healthcare
sector. Who gains? Citizens as patients will benefit from a substantial improvement in
healthcare (improvement in diagnosis through online access to European specialists,
online reservation of analysis and hospital services by practitioners extended on a
European scale, transplant matching, etc.) (Bangemann, 1994). 

 

That early vision has been slow to develop. However, health has remained one
of the core streams of activity of the successive E-Europe action plans. For example,
the 2002 Action Plan (CEC, 2000) focused on:

• Ensuring that primary and secondary healthcare providers have health
telematics infrastructure in place including regional networks

• Identify and disseminate best practice in electronic health services in
Europe

• Establish a set of quality criteria for health-related Web sites
• Establish health technology and data assessment networks
• Publish a communication on legal aspects of E-health

Similarly, the E-Europe 2005 Action Plan (CEC, 2002a) focused on electronic
health cards, health information networks, and the further development of online
health services.

In addition, the High-Level Committee on Health has established a Working
Group on Health Telematics. This working group was asked to review the introduc-
tion of ICT in the health sector, the factors promoting or inhibiting its development,
and areas where European Community legislation could be beneficial. The group
considered particular applications of ICT in health, namely health cards, virtual
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hospitals, and provision of health-related information to health professionals and
patients.

 

14.3.2 P

 

ROMOTING

 

 P

 

UBLIC

 

 H

 

EALTH

 

The initiatives reviewed in the preceding section aim to develop the electronic
delivery of health-related services. The EU, however, has also been pursuing a
number of measures to promote public health across the Union and this section
summarizes some of the main ones focusing in particular on those that either:

• Explicitly refer to the importance of geographic information to identify
needs, target resources, and monitor outcomes

• Emphasize the role of better and more timely information flows to support
health policy

The community action programs on health promotion and health monitoring aim
to improve awareness of the benefits of healthy lifestyles and behavior. The health-
monitoring program has led to the development of harmonized environmental health
indicators. In particular, the European Community Health Indicators (ECHI) Project

 

1

 

has provided a framework for the development of these European Community public
health indicators. It covers outdoor air quality, housing, drinking water supply,
sewage systems, ionizing radiation, noise, physical and mental workplace exposures,
accidents related to work, and occupational diseases. The ECHI project also includes
indicators for the social and cultural environment, such as social support, social
isolation, life events, and violence.

In the white paper on food safety

 

 

 

(European Commission, 1999), the EC iden-
tified environmental sources as the origin of the presence of contaminants in the
food chain. The paper called for mechanisms to control and enforce limits of
contaminants and residues in foodstuffs. It also identifies surveillance, information
gathering, and analysis as essential elements of food safety policy.

The new program of European Community action in the field of public health

 

2

 

(2003 to 2008) adopted by the European Parliament and the European Council on
September 23, 2002, was launched in March 2003 with a budget of 

 

€

 

312 million.
The program puts into practice the integrated approach to public health advocated
in the EC’s May 2000 “Communication on Health Strategy” (European Commission,
2000). It replaces a series of eight EU programs that each focused on individual
health issues: 

1. Cancer
2. AIDS and other communicable diseases
3. Rare diseases
4. Pollution-related diseases
5. Injury prevention

 

1 

 

Source: 

 

http://europa.eu.int/comm/health/ph_projects/1998/monitoring/fp_monitoring_1998_frep_08_en.pdf.

 

2 

 

 

 

Source: 

 

http://europa.eu.int/comm/health/ph_programme/programme_en.htm.
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6. Health monitoring
7. Health promotion
8. Drug abuse

The 2003 Work Plan contains a number of key “cross-cutting themes” that span the
whole program:

• Developing work on health impact assessment
• Health in the applicant countries
• Inequalities in health
• Aging and health

These are issues of strategic and political importance and link the three strands
of the program described below. In addition to work on these themes, there will be
specific actions on the cooperation between health systems and on promoting best
practice and effectiveness in the health sector. Projects launched under these actions
will provide input for healthcare policy debates both at EU level and within member
states. In particular, they will be relevant to discussions on intersectoral policymak-
ing, patient mobility, and the future of care for the elderly. The three main strands
of the program are:

1.

 

Improving health information and knowledge. 

 

In this strand the program
seeks to build on and develop the health data already gathered at European
level, agreeing to list key health indicators on which to base the monitoring
of health status, and creating the network of public health institutes around
the EU that will operate an integrated EU health information system.

2.

 

Responding to health threats. 

 

This part of the program builds on the “rapid
alert” systems already in place at EU level: notably, the European Network
on Communicable Diseases and the EU’s rapid alert system for possible
bioterrorist incidents. The program expands the geographical and disease
coverage of the rapid response system and reinforces the member states’s
capability to respond to possible bioterrorism incidents. These include
actions on the networking of laboratories and on building expertise in the
field of chemical and biological pathogens.

3.

 

Addressing health determinants.

 

 Health determinants are factors such as
personal behavior, lifestyles, social conditions, environment, and working
conditions that influence people’s health. This part of the program allows
health policy makers and nongovernmental organizations around the EU
to pool their knowledge on various determinants by supporting EU-level
networks, promoting exchange of experience, and financing innovative
projects.

 

1

 

The launch of this new public health program at the European level is clearly
an important new development that will support the activities of researchers and

 

1 

 

Source: 

 

http://europa.eu.int/comm/health/index_en.htm.
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practitioners across Europe and links in with other information pooling and inte-
grating initiatives. Among them, the Community Action Program on pollution-
related diseases identified two main objectives:

1. To improve information on pollution-related diseases
2. To enhance knowledge and understanding of the assessment and manage-

ment of pollution-related diseases 

The program launched interesting initiatives such as the development of GIS,
allowing for a better health impact assessment of environmental living conditions
such as the proximity to radioactive landfill sites or a better prevention of asthma
and respiratory allergies depending on regional climatic and housing conditions.
Moreover, in January 2003 the EC launched an Integrated Impact Assessment Tool
(CEC, 2002h), which will identify health impacts of projects, policy proposals, and
strategies not primarily meant to affect health and how these can be assessed. This
will aid policy makers to assess trade-offs and compare different scenarios when
deciding on a specific course of action. Impact assessment will be applied to the
major initiatives presented by the EC in its annual policy strategy or its work
program. There is considerable international experience in integrating health aspects
into environmental impact assessments. This experience as well as the experience
of health impact assessments should be drawn from when looking at potential health
impacts of policy proposals in other areas than health, particularly when conducting
extended impact assessments in the fields of health and the environment. The new
procedure (i.e., implementing the new Integrated Impact Assessment Tool), provides
an excellent opportunity for reviewing policy proposals in other areas and their
potential impacts on health.

 

14.4 FOCUS ON THE ENVIRONMENT

 

Health has always been a major driver for environmental policy development. The
European Community’s environment legislation is based on safety standards, mon-
itoring systems, and controls covering the vast majority of known health hazardous
agents. The main areas are chemicals, including dioxins, endocrine disrupters, pes-
ticides, air pollution, water protection and management, noise, waste, major indus-
trial accidents, and ionizing radiation

As the EU has responsibilities in both the fields of environment and health as
recognized by the Union Treaties Articles 152 and 174 (CEC, 2002i), there are
numerous legal instruments adopted by the EU that address key issues in respect to
environment and health.

In 2001, the EC adopted a white paper on the Strategy for a New Chemicals
Policy

 

 

 

(COM2001/88final). The need for a new strategy arose from wide acceptance
that the existing legislation was not capable of responding adequately to public and
political concern in Europe about the potential impact of chemicals on health and
the environment. The proposed REACH system (registration, evaluation, and autho-
rization of chemicals) provides for the stepwise collection of information on the
estimated 30,000 chemical substances in the EU, including their toxicological

 

TF1643_C14.fm  Page 238  Thursday, April 29, 2004  1:49 PM



 

GIS and Public Health in the Information Society

 

239

 

properties and their uses, to provide for appropriate risk management measures.
Registration will place the information submitted by industry in a central database.
The information in the database will also be useful and validated for the establish-
ment of a causal link between environmental factors and adverse health effects
resulting from chemical production and use. To ensure a sound technical-scientific
implementation across the EU, a chemicals agency may also be proposed.

One of the main thrusts of policy on air pollution is to reduce the amount of
material deleterious to health that reaches the human body, whether directly or
indirectly. EU air quality standards have been set since 1996, requiring member
states to set up and maintain a system for assessing air quality, identifying areas
where limit values are likely to be exceeded, and drawing up action plans to reduce
the risk of exceedance as well as meeting the objectives of the EC directives. Limit
values have been adopted for air concentrations of sulfur dioxide, nitrogen dioxide,
particulate matter, lead, carbon monoxide, and benzene. In 2001, the EC launched
the air quality program — Clean Air for Europe — that will lead to a long-term,
integrated thematic strategy on air pollution.

The aim of EU water policy is to guarantee high safety standards for drinking
water and to reduce adverse environmental effects of certain agricultural and indus-
trial practices. The new Water Framework Directive 2000/60/EC highlights the need
for protective measures for all water uses and aquatic ecosystems at the point where
pollution occurs. It introduces a priority list of substances that are dangerous to the
environment, to be phased out in the future. It also has provisions for monitoring
and assessment measures to be applied in case of accidental water pollution.

Public concern about exposure to noise pollution remains high in spite of EU
policies at EU and member state level. The EU Directive 2002/49/EC sets noise
emission limits for products (e.g., cars, trucks, aircraft, and industrial equipment)
and harmonizes the assessment and management of environmental noise. Both the
Water Framework Directive and the Directive on Noise make explicit or implicit
requirements for GIS data and analysis. Therefore, both directives are significantly
relevant to the uptake of GIS in the organizations tasked with their implementation.
Other examples of environmental legislation with a strong spatial component are
the Seveso Directives (CEC, 2003), which were adopted following major industrial
accidents with serious consequences for both man and the environment. Their aim
is to reduce the risks arising from the production, transportation, and storage of
dangerous chemicals and require location-specific plans and measures.

An important body of European Community legislation set up under Chapter
III of the EURATOM Treaty (1957) ensures the protection of the health of workers
and members of the public against ionizing radiation. The EU radiation protection
Basic Safety Standards Council Directive 96/29 EURATOM includes specific pro-
visions for the protection of the public from enhanced levels of radioactivity in the
environment. Other important complementary European Community radiation pro-
tection legislation includes provisions on natural radiation sources (including radon
gas), radioactive substances in the environment as a result of discharges of nuclear
installations in normal operation and as a result of accidents. In addition, Article 35
to Article 38 of the EURATOM Treaty confer direct responsibilities to the EC with
regard to environmental radioactivity.
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Most of the initiatives reported above foresee the development of GIS applica-
tions. Here we can distinguish two main areas:

1. Issues to do with the provision of health-related services in natural or
man-made disaster situations (floods, earthquakes, and major disaster such
as Chernobyl, Toulouse, and Seveso) 

2. The public health impacts related to the day-to-day exposure to inadequate
environmental conditions such as:
• Outdoor and indoor air pollution
• Noise
• Indoor environment and housing conditions
• Water contamination
• Electromagnetic fields and radiation
• Chemical exposures

The importance of the relationship between environment and health and the need
for good quality information to support European Community action is fully recog-
nized by the Sixth Environmental Action Programme for 2002 through 2012 (CEC,
2001b). It includes environment and health as one of its four priorities. Specifically,
it sets the following objectives:

 

1

 

• Achieving better understanding of the threats to environment and human
health and to take action to prevent and reduce these threats.

• Contributing to a better quality of life through an integrated approach
concentrating on urban areas.

• Aiming to achieve within one generation (2020) that chemicals are only
produced and used in ways that do not lead to a significant negative impact
on health and the environment, recognizing that the present gaps of knowl-
edge on the properties, use, disposal, and exposure of chemicals need to
be overcome.

• Substituting chemicals that are dangerous with safer chemicals or safer
alternative technologies not entailing the use of chemicals, with the aim
of reducing risks to man and the environment.

• Reducing the impacts of pesticides on human health and the environment
and more generally to achieve a more sustainable use of pesticides as well
as a significant overall reduction in risks of the use of pesticides consistent
with the necessary crop protection; pesticides in use that are persistent,
bio-accumulative, or toxic or have other properties of concern should be
substituted by less dangerous ones where possible.

• Achieving quality levels of ground and surface water that do not signifi-
cantly impact and cause risk to human health and the environment, and
to ensure that the rates of extraction from water resources are sustainable
over the long term.

 

1 

 

Source: 

 

CEC (Commission of the European Communities), 2001b, 

 

Communication on the 6th Environ-
ment Action Programme of the European Community: “Environment 2010: Our Future, Our Choice,”

 

COM (2001) 31 final, Article 7, Brussels: EC.
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• Achieving levels of air quality that do not give rise to significant negative
impacts on and risks to human health and the environment.

• Substantially reducing the number of people regularly affected by long-
term average levels of noise, in particular from traffic which, according
to scientific studies, causes detrimental effects on human health.

Of particular relevance to this book on GIS and public health is the increasing
recognition that meeting these objectives, and more generally aiming at sustainable
development, requires a much increased availability of good quality geographic
information to assess the multiple impacts (i.e., environmental, social, and economic)
of policies in different sectors, target resources, and monitor effects. An evidence-
based and integrated approach to policy is emerging across EU (and national) polices
(Craglia and Annoni, 2001), but particularly in the environmental field. As an
example, the Sixth Environmental Action Programme discussed above requires in
Article 10 that environmental objectives be pursued through:

 

1

 

• Greater consultation with all stakeholders
• Greater public participation and access to information
• Extensive use of ex-ante and ex-post evaluation
• Reviewing and regularly monitoring information and reporting systems

with a view to a more coherent and effective system to ensure streamlined
reporting of high quality, comparable, and relevant environmental data
and information

• Reinforcing the development and the use of earth monitoring (e.g., satel-
lite technology) applications and tools in support of policy making and
implementation

The political importance of the environment and health is captured by this
quotation from the DG Environment Web site:

 

It is estimated that around 20 percent of the burden of disease in industrialised countries
can be attributed to environmental factors, with the bulk of this affecting children and
vulnerable groups. The magnitude of the problem is also perceived by the majority of
Europeans: in a recent survey,

 

2

 

 some 89 percent are worried about the potential impact
of the environment on their health. Furthermore, new technologies, changing lifestyles,
work and life patterns, present new and sometimes unexpected impacts on the envi-
ronment and its influence on health.

 

3

 

 

 

The size and complexity of environment and health issues have reached calls
for new ways to approach the sustainable development dimension of EU policies.
These approaches need to match the scale of the problems in all their dimensions.

 

1 

 

Source: 

 

CEC (Commission of the European Communities), 2001b, 

 

Communication on the 6th Environ-
ment Action Programme of the European Community: “Environment 2010: Our Future, Our Choice,”

 

COM (2001) 31 final, Article 10, Brussels: EC.

 

2 

 

Source

 

: Eurobarometer 58: http://europa.eu.int/comm/environment/barometer/barometer_2003_en.pdf.

 

3 

 

Source: 

 

http://europa.eu.int/comm/environment/health/index_en.htm.
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With this in mind, the EC recently adopted a new Communication on the Environ-
ment and Health Strategy (European Commission, 2003), thereby setting the scene
for the EU contribution to this challenge. The benefit of this proposal is the devel-
opment of a community system integrating all the information on the state of the
environment, the ecosystem, and human health. This intends to make the assessment
of the overall environmental impact on human health more efficient by taking into
account the full complexity of the effects (e.g., cocktail effects, combined exposure,
accumulative effects, etc.) and interrelations between environment and health. The
goal of the proposed strategy is therefore to develop an environment and health
“cause-effect framework” that will provide the necessary information for the devel-
opment of European Community policy.

The integrated approach advocated by the Environment and Health Strategy
makes explicit reference to the need to integrate information (i.e., to pool and to
link available knowledge and experience across the European Community, providing
a strategic overview of environmental threats to health), irrespective of the type of
burden involved or the environmental compartment through which that burden is
transmitted. To achieve the long-term objectives of this strategy, the strategy proposes
to set up an integrated environment and health monitoring system for the systematic
and comprehensive collection of data over time. Because of existing European
legislation, member states are already involved in data collection on a national basis.
The value added at the European level is to generate synergies and facilitate the
sharing of data and methodologies with a view to increasing understanding of the
relationship between environment and health. As a result, health data is to be linked
to the full range of environmental data, including all the different environmental
compartments and the whole ecosystem, to obtain a picture of the exposure of
populations to environmental contaminants and their adverse health effects. The
strategy in particular links the forthcoming Health Monitoring and Information
System, with two other major initiatives discussed later: INSPIRE and GMES. What
is important for both researchers and practitioners is that the strategy recognizes that
the impediments are not only technological or data-related in nature, but also policy-
related in the extent to which many of the barriers to increased information sharing
have to do with variable government policies on access, lack of standards and
comparability.

 

14.5 EUROPEAN INFRASTRUCTURE INITIATIVES
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The Infrastructure for Spatial Information in Europe (INSPIRE) initiative
(www.ec-gis.org/inspire) was launched at the end of 2001 with the aim of making
available relevant, harmonized, and quality geographic information for the purpose
of formulation, implementation, monitoring, and evaluation of European Commu-
nity policy making. To achieve its aim, INSPIRE has been addressing a broad set
of issues including common reference data and metadata, architecture and stan-
dards, legal aspects and data policy, funding and implementation structures, and
impact analysis. The objective is to arrive at an agreed-upon European legal
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framework that focuses on the needs of environmental policy and subsequently
extends to other areas of European Community concern, such as agriculture,
regional policy, and transport. INSPIRE is governed by the following principles:

• Data should be collected once and maintained at the level where this can
be done most effectively.

• It must be possible to combine seamlessly spatial data from different
sources across the EU and share it between many users and applications.

• It must be possible for spatial data collected at one level of government
to be shared between all levels of government.

• Spatial data needed for good governance should be available on conditions
that are not restricting its extensive use.

• It should be easy to discover which spatial data is available, to evaluate
its fitness for purpose, and to know which conditions apply for its use.

INSPIRE will be built on top of existing and future national and regional spatial
data infrastructures (SDIs). For this reason, the implementation of these principles
is not a trivial task and requires further investigation and research on how to har-
monize access to scattered and heterogeneous spatial data; for a review of SDIs,
see, e.g., Craglia et al. (2000–2002), Masser (1998, 1999, 2002), and Wiliamson et
al. (2003).

The importance of INSPIRE rests on a series of considerations. First, it marks
the recognition that policy formulation, implementation, and evaluation require good
information, which is up-to-date and at a territorial scale congruent with the focus
of the policy being considered. As argued earlier, there is an increasing recognition
that subnational and regional levels are the most appropriate levels to assess policy
requirements and impacts. Hence, it is information that is referenced to these geo-
graphical scales that is becoming increasingly important for European policy. Sec-
ond, it also recognizes that to maintain up-to-date local or regional information, it
is important to involve providers at these levels and leave it to them to manage their
information resources rather than attempt to centralize information at the European
level. Consequently, this decentralized model of information management requires
agreed rules to harmonize data collection and management methods and to access
the information so that it can be shared and integrated. Third, although the first focus
of INSPIRE is on environmental information, much of this information and the core
geographic themes that underpin it are extremely relevant for research on public
health and on the spatial relationship between health and the physical and social
environment.
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The Global Monitoring for Environment and Security (GMES) initiative aims to
implement an integrated European approach for the collection, dissemination, and
analysis of space information and to coordinate the structures of the systems that
produce space information (CEC, 2001c). As such, GMES is a framework, federating
a number of national and European systems, projects, and services that have to be
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broadly organized and interrelated in line with users' needs. The key tasks of the
GMES initiative are to:

• Contribute to the understanding and command of global change using
models fed by satellite data.

• Enhance the study of various processes that put pressure on the environ-
ment, in particular due to the growth of urban or industrial areas.

• Support the work of civil protection and town planning agencies in respect
to the prevention and evaluation of catastrophes or disasters of human or
natural origin, from forest fires and floods to pollution by hydrocarbons.

• Make a contribution to the common foreign and security policy (CFSP)
to which the EU is now clearly committed.

The list of themes that could find a place under the GMES umbrella is long and
constantly growing. Initial actions are concentrated on the delivery of services for
a range of environment-related topics, including:

Environmental stress
Urban and regional development
Soil erosion
Nature and landscape
Coastal areas
Ozone and UV radiation
River basin management
Agro-environment
Global change and environmental conventions
Terrestrial and marine carbon
Marine organic pollution
Desertification
Sustainable forest management
Atmospheric chemistry
Climate change
Natural hazards and crises
Fires, floods, earthquakes, and landslides
Crisis management
Humanitarian aid

The contribution that GMES will be able to make to the analysis of health
outcomes and the relationships between the physical and human environment and
health is potentially significant. Being strongly linked to the use of satellites,
GMES will benefit from the development of the EU’s Galileo program (Council
Regulation (EC) No 876/2002). GMES will also benefit from the development
of INSPIRE, which will provide the platform on which EU spatial data require-
ments resulting from the implementation of existing and new thematic strategies
will be coordinated and structured. These infrastructure developments coupled
with the efforts toward integrated health-related information systems reviewed in
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Section 14.3 give an indication of the concerted action in Europe toward address-
ing health and environment issues.

 

14.6 CONCLUSIONS

 

This chapter has provided a broad view of the policy framework within which we
are likely to see an increased role of GIS in public health research and practice. In
particular, it has highlighted the following:

• The continued development of the Information Society in Europe provides
new opportunities for the delivery of health-related information and ser-
vices through ICTs.

• The increasing recognition that the complexity of urban society requires
more-integrated approaches to policy analysis and policy making is sup-
porting more and more local and regional spatial perspectives to assess
impacts, target intervention, and evaluate outcomes. This in turns supports
wider use of spatial analytical perspectives and methods and increased
access to geographically referenced data.

• Public health is increasing its importance on the European political agenda
with targeted programs addressing social, environmental, and economic
impacts.

• An infrastructure for spatial information in Europe is coming into being
to support the policy needs identified above. This includes technologies,
data, policies, people and skills, and coordinated approaches.

• International and European legislation is putting increased emphasis on
wider access to information for justice and public participation, as well
as better-informed policy and wider business opportunities.

With these considerations in mind, it could be argued that the future for GIS
and public health in Europe is better than ever. There are, however, a number of
important challenges to be addressed:

• Although increased access to environmental and geographic information
is likely to become available, there is still a debate raging on the terms
and conditions for access, including pricing models and copyright,
whether differential conditions will apply for public sector organizations,
research and education, the private sector, and citizens. The continuing
instability of business models for electronic content, and the natural ten-
dency of organizations to eschew change suggest that there is little hope
for this debate to be settled soon to the satisfaction of all concerned.

• Access to health-related information then raises another set of issues.
First, there are issues about privacy and confidentiality that are crucial to
building and maintaining trust between information providers, research-
ers, and users. Some of these are discussed in the following chapters of
this section, but clearly much research and public debate continues to be
necessary. Second, an important issue is that with rights come obligations
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on all the stakeholders. If citizens have the right to confidentiality and
privacy, what obligation do they have to ensure that the wider “public
good” is achieved? What are the obligations on health professionals,
public servants, and researchers on the sharing of personal information
that may save lives? What are the obligations on the private sector in the
handling and reuse of personal data? It could be argued that existing
legislation such as the Data Protection Act addresses all that, but in reality
the paucity of cases taken up for investigation by Information Commis-
sioners across Europe suggest that much unreported activity goes on in
the shadow of legislation.

• There is an underlying assumption that more information is better for all
concerned, including citizens, government, and business, but is that really
the case? Particularly in the context of health services online, what is the
evidence for this? What are the costs of maintaining such services in
relation to the benefits they provide?

• Education and skills are the other major issue, not only with respect to
the increased use of GIS and spatial analysis in public health research
and practice, but to support the cross-departmental and interagency inte-
grated approach to policy and research as well. This approach is advocated
by many, but is very difficult to achieve in practice (see, e.g., Signoretta
and Craglia, 2002). Education and skills are required not just at the
technical level, but also at the organizational and institutional levels.

These major issues will continue to require the attention of all involved. Notice-
ably they are not technical, but ethical, organizational, and economic as these are
the real areas where more discussion and research is needed.

 

References

 

Accenture, 2003, 

 

eGovernment Leadership: Engaging the Customer,

 

 http://www.accenture.
com/xdoc/en/industries/government/gove_capa_egov_leadership.pdf.

Bangemann, M., 1994, 

 

Europe and the Global Information Society: Recommendations to the
European Council

 

 

 

(26 May 1994),

 

 High-Level Group on the Information Society,
European Commission [cited October 19, 2000], http://europa.eu.int/ISPO/
docs/basics/docs/bangemann.html.

CEC (Commission of the European Communities), 1989, 

 

Guidelines for Improving the Syn-
ergy between the Public and Private Sectors in the Information Market,

 

 Brussels:
European Commission, ftp://ftp.cordis.lu/pub/econtent/docs/1989_public_sector_
guidelines_en.pdf.

CEC (Commission of the European Communities), 1990, 

 

Council Directive 90/313/EC of 7
June 1990 on the Freedom of Access to Information on the Environment, 

 

June 7,
European Commission, [cited November 6 2002], http://europa.eu.int/scadplus/
leg/en/lvb/l28091.htm.

CEC (Commission of the European Communities), 1993, 

 

Growth, Competitiveness and
Employment: The Challenges and Ways Forward into the 21st Century,

 

 Brussels:
European Commission, http://europa.eu.int/en/record/white/c93700/contents.html.

 

TF1643_C14.fm  Page 246  Thursday, April 29, 2004  1:49 PM



 

GIS and Public Health in the Information Society

 

247

 

CEC (Commission of the European Communities), 1994, 

 

Europe’s Way to the Information
Society: An Action Plan,

 

 Brussels: European Commission, http://europa.eu.int/
ISPO/infosoc/backg/action.html.

CEC (Commission of the European Communities), 1997, 

 

Directive 97/66/EC of the European
Parliament and of the Council of 15 December 1997 Concerning the Processing of
Personal Data and the Protection of Privacy in the Telecommunications Sector

 

(December 15), European Commission, [cited November 6 2002], http://
europa.eu.int/smartapi/cgi/sga_doc?smartapi!celexapi!prod!CELEXnumdoc&lg=
EN&numdoc=31997L0066&model=guichett.

CEC (Commission of the European Communities), 1998, 

 

Public Sector Information: A Key
Resource for Europe

 

, Brussels: European Commission, http://europa.eu.int/ISPO/
docs/policy/docs/COM(98)585/.

CEC (Commission of the European Communities), 1999, 

 

An Information Society for All.
Communication on a Commission Initiative for the Special European Council of
Lisbon, 23 and 24 March 2000

 

. Luxembourg: European Commission,
http://europa.eu.int/ information_society/index.en.

CEC (Commission of the European Communities), 2000, 

 

eEurope 2002 Action Plan,

 

http://europa.eu.int/ information_society/index.en.
CEC (Commission of the European Communities), 2001a, 

 

eEurope 2002: Creating an EU
Framework for the Exploitation of Public Sector Information

 

, Brussels: European
Commission, ftp://ftp.cordis.lu/pub/econent/docs/2001_607_en.pdf.

CEC (Commission of the European Communities), 2001b, 

 

Communication on the 6th Envi-
ronment Action Programme of the European Community: “Environment 2010: Our
Future, Our Choice,”

 

 COM (2001) 31 final, Brussels: EC.
CEC (Commission of the European Communities), 2001c, 

 

Global Monitoring for Environ-
ment and Security,

 

 COM(2001)609, http://europa.eu.int/comm/space/prog/
gmes/gmes_en.html.

CEC (Commission of the European Communities), 2002a, 

 

eEurope 2005: An Information Society
for All: An Action Plan to Be Presented in View of the Sevilla European Council, 21/22
June 2002,

 

 Brussels: European Commission, http://europa.eu.int/ information_society/
index.en.

CEC (Commission of the European Communities), 2002b, 

 

Directive 2002/21/EC of the
European Parliament and of the Council of 7 March 2002 on a Common Regulatory
Framework for Electronic Communications Networks and Services (Framework
Directive),

 

 Brussels: European Commission, p. 18.
CEC (Commission of the European Communities), 2002c, 

 

Directive 2002/20/EC of the
European Parliament and of the Council of 7 March 2002 on the Authorisation of
Electronic Communications Networks and Services (Authorisation Directive),

 

 Brus-
sels: European Commission, p. 12, http://www.etsi.org/public-interest/Documents/
Directives/Standardization/Authorisation_Directive.pdf.

CEC (Commission of the European Communities), 2002d, Directive 2002/19/EC of the
European Parliament and of the Council of 7 March 2002 on Access to, and Inter-
connection of, Electronic Communications Networks and Associated Facilities
(Access Directive), Brussels: European Commission, p. 14.

CEC (Commission of the European Communities), 2002e, Directive 2002/22/EC of the
European Parliament and of the Council of 7 March 2002 on Universal Service and
Users’ Rights Relating to Electronic Communications Networks and Services (Uni-
versal Service Directive), Brussels: European Commission, p. 27.

 

TF1643_C14.fm  Page 247  Thursday, April 29, 2004  1:49 PM



 

248

 

GIS in Public Health Practice

 

CEC (Commission of the European Communities), 2002f, Directive 2002/58/EC of the
European Parliament and of the Council Of 12 July 2002 Concerning the Processing
of Personal Data and the Protection of Privacy in the Electronic Communications
Sector (Directive on Privacy and Electronic Communications), Brussels: European
Commission, p. 11.

CEC (Commission of the European Communities), 2002g, Proposal for a European Parliament
and Council Directive on the Re-Use and Commercial Exploitation of Public Sector
Documents, Brussels: European Commission, p. 20.

CEC (Commission of the European Communities), 2002h, Communication from the Com-
mission on Impact Assessment, COM (2002) 276 final of 5.06.2002, Brussels: Euro-
pean Commission.

CEC (Commission of the European Communities), 2002i, European Union: Consolidated
Versions of the Treaty on European Union and of the Treaty Establishing the European
Community (2002). Official Journal C 235/1 24–12–2002.

CEC (Commission of the European Communities), 2003, Common Position (EC) No 15/2003
Adopted by the Council on 20 February 2003 with a View to the Adoption of a
Directive of the European Parliament and of the Council Amending Council Directive
96/82/EC on the Control of Major-Accident Hazards Involving Dangerous Sub-
stances. Official Journal (2003/C 102 E/01).

Craglia, M. and Annoni, A., 2001, 

 

The Spatial Impact of European Union Policies

 

, Ispra:
Joint Research Centre, EUR 202121EN.

Craglia, M., Annoni, A., and Masser, I., 2000, 

 

Geographic Information Policies in Europe:
National and Regional Perspectives

 

, Ispra: European Commission, EUR19552EN.
Craglia, M., Annoni, A., Smits, P., and Smith, R., 2002, 

 

Spatial Data Infrastructures: Country
Reports,

 

 Ispra: Joint Research Centre, EUR 20428EN.
Craglia, M. and Masser, I., 2003, Access to Geographic Information: A European Perspective,

URISA Vol. 15 APA-1, http://www.urisa.org.
Craglia, M., Masser, I., and Dallemand, J-F., 2001, Geographic Information and the Enlarge-

ment of the European Union, Ispra: European Commission, EUR19824EN.
EC (European Commission), 1999, White Paper on Food Safety, COM (1999) 719, final,

Brussels: European Commission.
EC (European Commission), 2000, Communication on the Health Strategy of the European

Community, COM (2000) 285, Brussels: European Commission.
EC (European Commission), 2003, Communication on Environment and Health Strategy,

COM (2003) 338, Brussels: European Commission.
Liikanen, E., 2002, The Vision of a Mobile Europe, March 18, European Commission, [cited

March 18 2002], http://europa.eu.int/rapid/start/cgi/guesten.ksh?p_action.gettxt=
gt&doc=SPEECH/02/111|0|RAPID&lg=EN.

Masser, I., 1998, Governments and Geographic Information, London: Taylor and Francis.
Masser, I., 1999, All shapes and sizes: The first generation of national spatial data infrastruc-

tures, International Journal of Geographical Information Science, 13, 67–84.
Masser, I., 2002, A Comparative Evaluation of NSDIs in Australia, Canada, and the United

States, GINIE Report D 5.4, http://www.ec-gis.org/ginie/documents/.
Niles, S. and Hanson S., 2003, A New Era of Accessibility? URISA Vol. 15 APA-1,

http://www.urisa.org.
Signoretta, P. and Craglia, M., 2002, Joined-up government in practice: A case study of

children’s needs in Sheffield, Local Government Studies, 28, 1, 59–76.
Smith, R.S., and Craglia, M., 2003, Digital Participation and Access to Geographic Infor-

mation: A Case Study of U.K. Local Government, URISA Vol. 15, APA-1,
http://www.urisa.org.

TF1643_C14.fm  Page 248  Thursday, April 29, 2004  1:49 PM



GIS and Public Health in the Information Society 249

Standage, T., 2001, The Internet, untethered, The Economist, October 11 [cited October 13
2001], http://www.economist.com/surveys/displaystory.cfm?story_id=811934.

United States Congress, 2002, E-Government Act 2002, H.R. 2458, Washington, D.C.
Williamson, I., Rajabifard, A., and Feeney, M.E., 2003. Geospatial Data Infrastructures:

From Concepts to Reality, London: Taylor and Francis.

TF1643_C14.fm  Page 249  Thursday, April 29, 2004  1:49 PM



TF1643_C14.fm  Page 250  Thursday, April 29, 2004  1:49 PM



 

251

 

0-415-30655-8/04/$0.00+$1.50
© 2004 by CRC Press LLC

 

15

 

Data Protection and 
Medical Research

 

Deryck Beyleveld and David Townend

 

CONTENTS

 

15.1 Introduction .................................................................................................251
15.2 The Purpose of the Directive ......................................................................252
15.3 General Requirements of the Directive ...................................................... 253

15.3.1 The Data Protection Principles .......................................................254
15.3.2 When Is it Lawful to Process Personal Data or Special 

Personal Data? ................................................................................254
15.3.2.1 The Problem of Consent .................................................255

15.3.3 Fair and Lawful Processing and the Provision of Information .....257
15.4 The Research Exemption ............................................................................259
15.5 Anonymization ............................................................................................260
15.6 Conclusions .................................................................................................262
References ............................................................................................................263

 

15.1 INTRODUCTION

 

There are many misconceptions about data protection and research, including
research in the GIS field. The most common is that processing data for research
purposes is exempt from data protection law. The second is that anonymized data
is equally exempt from the requirements of data protection legislation. As in most
cases, these misconceptions are grounded in confusion. It is true that there is a
limited provision for a research exemption from certain of the requirements of the
legislation and it is equally true that anonymous data or data once anonymized are
outside the provisions of the law. However, it is equally clear that data protection
law imposes considerable regulation upon the processing of personal data in research
contexts. This chapter explores the extent of data protection under European law in
relation to medical research, focusing in particular on issues of consent, the research
exemption, and anonymization. These aspects are particularly relevant to geocoded
data on individuals. While the chapter is primarily concerned with European law,
contentious issues in the U.K. implementation of Directive 95/46/EC will be con-
sidered. The purpose of this chapter is to show that while those who conduct medical
research may see data protection requirements as damaging to their ability to ensure
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comprehensive samples and highest-quality research, the contrary is true. Such
regulation ensures trust between the patient, clinician, and research. The failure of
trust threatens medical research.

Data protection law is harmonized across the European Union (EU) and the
European Economic Area (EEA) through the requirements of Directive 95/46/EC
on the protection of individuals with regard to the processing of personal data and
on the free movement of such data (Official Journal L281, 23/11/1995, P. 0031–0050
— hereafter, “the Directive”). Implementation of the Directive will be required in
each of the newly associated states (or accession states) on their entry into the EU.
Further, the transfer of data from the EU and EEA is regulated, such that data
(without the specific consent of the data subject to the transfer) may only be trans-
ferred to states with equivalent data protection in place (Articles 25 and 26, and
Recital 56 to Recital 60). (Articles and recitals are sections within, or associated
with, laws and legal directives). The Directive, therefore, has considerable influence
and authority in data processing in international as well as national or European
contexts. The United Kingdom has implemented the Directive in the Data Protection
Act 1998 (1998 Act), and in relation to data protection in medical research, the
Health and Social Care Act 2001 is important. Neither the Directive nor the 1998
Act specifically include provisions for data protection in medical research. However,
it is clearly covered in the general operation of the Directive and 1998 Act in the
operation of their provisions concerning “sensitive personal data.”

 

15.2 THE PURPOSE OF THE DIRECTIVE

 

The Directive is addressed to member states, requiring implementation of certain
provisions of the Directive while giving some limited discretion in the implementation
of other provisions. The processing of personal data (including “sensitive personal
data”) must not violate “the fundamental rights and freedoms of natural persons, and
in particular their right to privacy” (Article 1.1; see also Recital 10 and Recital 11).
Two things must be noted immediately. First, the Directive is not simply a privacy
directive; rather it is concerned with the protection of all fundamental rights and
freedoms “and in particular privacy.” Thus, it concerns the rights found in the laws
of the member states, the European Convention for the Protection of Fundamental
Rights and Freedoms, and other internationally recognized rights and freedoms.
Second, the Directive is not concerned with balancing economic rights and the
development of the European free market with fundamental rights and freedoms; it
is in place to protect the latter. The initial recitals of the Directive indicate the context
that the European Parliament and Council had to address, namely that personal data
concerning the individual has considerable economic value and information technol-
ogy allows for greater transfer and processing of such data and requires greater data
flow between states. However, the purpose of the EU is to facilitate these develop-
ments within a context of human rights and fundamental freedoms (Recital 1 to
Recital 23). Indeed, the protection of such rights in part facilitates the ends of the
EU, as, having safeguarded the rights and freedoms across the EU, member states
“shall neither restrict nor prohibit the free flow of personal data between member
states for reasons” of protection of the fundamental rights (Article 1.2).
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These purposes are fundamental to medical ethics and high-quality medical
research. Medical research has a high priority in the EU and requires free information
flows; the purposes of the Directive assist to ensure the continued development of
medical research. Patients must have confidence in their clinicians and that they are
treated with dignity and respect. Recent high-profile events have shaken that trust
and it must be restored as without confidence in clinicians and researchers, patients
will withhold information or not seek medical assistance. This would clearly be
catastrophic for patients’ well being and for research. Strong data protection can go
some way to strengthening confidence and ensuring full disclosure of information
from patients.

 

15.3 GENERAL REQUIREMENTS OF THE DIRECTIVE

 

The Directive requires member states to safeguard the fundamental rights and free-
doms of individual data subjects through two mechanisms. The first places duties
on the conduct of those who process such personal data — “data controllers” and
any “data processors” working on their behalf — (Article 2(d) and Article 2(e)).
The second mechanism for the protection of data subjects is by giving them direct
rights to access their personal data (Article 12) and to object to the processing of
their personal data (Article 14 and Article 15).

Under the 1995 Directive and current law, data processing is “any operation or
set of operations which is performed upon personal data, whether or not by automatic
means, such as collection, recording, organization, storage, adaptation or alteration,
retrieval, consultation, use, disclosure by transmission, dissemination or otherwise
making available, alignment or combination, blocking, erasure or destruction” (Arti-
cle 2(b)). The concept of processing must cover anything done to personal data, so
the list of processes given is not exhaustive. Further, processing can be automatic
or manual, applying to personal data that forms part of a structured “filing system,”
(Article 2(c) and Article 3, and Recital 15 and Recital 27). “Personal data” under
the Directive is “any information relating to an identified or identifiable natural
person” (Article 2(a)). “Sensitive personal data” is “data which are capable by their
nature of infringing fundamental freedoms or privacy” (Recital 33). This special
category includes “racial or ethnic origin, political opinions, religious or philosoph-
ical beliefs, trade-union membership,” and “data concerning health or sex life”
(Article 8(1)). Thus, medical research will undoubtedly concern the processing of
sensitive personal data.

The fundamental rights and freedoms of the data subject are safeguarded in the
Directive (with a requirement that the principles are implemented in member states’
legislation) by three central elements imposing duties upon data controllers:

1. The data protection principles (which relate to data quality)
2. The general and the special data processing provisions (making processing

of data legitimate and defining fair and lawful processing of data)
3. The information provisions
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The data controller must ensure that personal data must be (Article 6(1)):

• Processed fairly and lawfully
• Collected for specified, explicit, and legitimate purposes and not further

processed in a way incompatible with those purposes [further processing
for historical, statistical, or scientific purposes not being considered
incompatible provided that the member state provides proper safeguards
to ensure this]

• Adequate, relevant, and not excessive in relation to the purposes for which
they are collected or further processed

• Accurate and, where necessary, kept up to date [with a requirement of
reasonable effort, considering the purpose of the processing, to rectify
inaccuracy]

• Kept in a form that permits identification of data subjects for no longer
than is necessary for the purposes for which data were collected or for
which they are further processed

Further, data must be processed with “appropriate technical and organizational
measures” given the nature of the processing and the nature of the data to protect
the data from “accidental or unlawful destruction or accidental loss, alteration,
unauthorized disclosure or access, and against all other unlawful forms of process-
ing” (Article 17).

The data protection principles, with these important additional safeguards, are
enforced through a duty owed by the controller to notify the supervisory authority
(the information commissioner in the United Kingdom) of processing of personal
data (Article 18). The notification includes the controller’s details, the purpose of
the processing, a description of the type of data subjects whose details are to be
processed, the recipients or type of recipient to receive the data, any third country
transfers of the data, and an indication of the measures taken to ensure the security
of the data (Article 19). The Directive provides that failure to register must give rise
to a judicial remedy (Article 22 to Article 24). Further, the Directive attaches to the
notification process a requirement that supervisory authorities should assess if the
proposed processing poses a particular threat to data subjects’ rights and freedoms,
and, where it poses such a threat, to examine the processing operations prior to their
start (Article 20, the prior checking provisions). The Directive also requires that
processing should be publicized and a register of processing be kept by the authority
(Article 21).
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The first of the data protection principles in the Directive is amplified in part by
Article 7 and Article 8. Processing of any personal data can only be legitimate if
(Article 7):
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• The data subject has unambiguously given his consent
• Processing is necessary for the performance of a contract to which the

data subject is party
• Processing is necessary for compliance with a legal obligation to which

the controller is subject
• Processing is necessary to protect the vital interests of the data subject
• Processing is necessary for the performance of a task carried out in the

public interest or in the exercise of official authority vested in the con-
troller or in a third party to whom the data are disclosed

• Processing is necessary for the purposes of the legitimate interests pursued
by the controller or by the third party or parties to whom the data are
disclosed, except where such interests are overridden by the interests for
fundamental rights and freedoms of the data subject

The processing of the special categories of personal data (Article 8(1) outlined
above) can only be processed legitimately where (Article 8(2)):

• The data subject has given explicit consent to the processing of those data
[unless this is not allowed in a member state’s law]

• Processing is necessary [for the controller’s employment law obligations
in, and adequately safeguarded by, national law]

• Processing is necessary to protect the vital interests of the data subject or
of another person where the data subject is physically or legally incapable
of giving his consent

• Processing is carried out [with appropriate guarantees] by a nonprofit-
seeking body of which the data subject is a member and for the purposes
of that membership and without disclosure to a third party

• Processing relates to data manifestly made public by the data subject or
is necessary for the establishment, exercise, or defence of legal claims

Or, “where processing of the data is required for the purposes of preventive medicine,
medical diagnosis, the provision of care or treatment or the management of health-
care services, and where those data are processed by a health professional subject
[to professional regulation at national law]” (Article 8(3)). Member states may make
further provisions for “reasons of substantial public interest,” and processing of these
data for the process of criminal law may be undertaken only under the control of
an official authority or under suitable safeguards in national law, notifying the
European Commission (EC) of such provisions (Article 8(4) to Article 8(6)). Mem-
ber states must also determine the conditions for the processing of data identifiable
from national identification numbers or other general identifiers (Article 8(7)).

 

15.3.2.1 The Problem of Consent

 

This produces a most interesting set of questions around the importance of “consent”
in both Article 7 and Article 8. The first question is the relationship of the first
condition, the data subject’s consent to processing, to the others in each list. There
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is no indication in the Directive as to whether the conditions in Article 7 and Article
8 lists are all equal in standing. However, when one considers the requirements of
the European Convention on Human Rights (ECHR), one sees that the Directive’s
Article 7 and Article 8 cannot be read as an equal list. Article 8(1) of the ECHR
establishes a right to privacy. Article 8(2) ECHR gives the conditions when that right
can be qualified:

 

There shall be no interference by a public authority with the exercise of this right
except such as is in accordance with the law and is necessary in a democratic society
in the interests of national security, public safety or the economic well being of the
country, for the prevention of disorder or crime, for the protection of health or morals,
or for the protection of the rights and freedoms of others.

 

These could legitimately be described as emergency supervening situations.
This must establish that the basic assumption is that consent of the data subject

is required, as that indicates the individual’s permission for the interference with
his or her right to privacy, except in circumstances where the violation of that
privacy right would be justified by Article 8(2) ECHR. Here we can see that the
remainder of the list can, and should, be read in that basic human rights way.
Therefore, we submit that it is not lawful under ECHR (and now the Human Rights
Act 1998 in the United Kingdom) to avoid getting consent in medical research
and relying upon one of the other grounds for mere convenience or to ensure a
100 percent sample. Rather, the starting position must be one of obtaining consent
unless there are Article 8(2) ECHR compelling reasons for violating the data
subject’s rights to control their data.

There is a further difficulty in consent as it appears in both Article 7 and Article
8: its definition. By Article 2(h), consent must be “any freely given specific and
informed indication of his wishes by which a data subject signifies his agreement
to personal data relating to him being processed.” Article 7(a) strengthens this by
requiring that the data subject “unambiguously” gives consent. It is then a matter
of evidence to find an indication of agreement from the data subject to the proposed
processing. Article 8 (and Recital 33) of the Directive requires a further level of
consent when seeking to process special personal data lawfully and fairly: “explicit
consent.” This is not defined, but is clearly seen as a higher standard for dealing
with sensitive data. Indeed, member states in implementing Article 8, may elect not
to allow consent for use by the data subject, providing for use only in the emergency
supervening situations discussed above (Article 8(2)(a)).

In the absence of a positive definition of explicit consent, certain things are clear.
Explicit consent will not be sufficient to permit processing of the data for illegitimate
purposes, nor when the data includes personal data on third parties. Nonobjection
does not constitute any form of consent. Where the requirements of consent are
active, unambiguous, explicit indications of agreement, a claim inferring consent
from the inaction of the data subject is insufficient. Arguably, where it can be shown
that the subject knows about the processing and of his or her right to object to the
processing and yet makes no objection, this could constitute consent. However, this
line of argument is difficult in the face of the Directive’s definitions of consent.
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Taking this line, one must be confident that there is no other reasonable interpretation
of the facts. Thus, where the data subject presents for a blood test, is informed of
the purpose of the test and the uses for the personal data in the collected sample
and he or she presents his or her arm for the test without coercion, this will be
sufficient indication of consent (if properly supported in evidence). Likewise, if the
data subject having presented his or her arm does not remove it from the table having
heard the details, this could be sufficient.

In medical research then, consent to the processing of personal data must be
the basic procedural standard. However, there are a number of possible exceptions
to the requirement to obtain explicit consent under Article 8(2). Where the vital
interests of any person are threatened, if the data subject cannot give consent
personal data can be processed. Further, by Article 8(4) if the processing of such
data is in the substantial public interest the member state, either by law or by a
supervisory authority’s decision and subject to suitable safeguards, may introduce
further exemptions to Article 8(2). The EC must be notified of such an exercise
of power (Article 8(6)). The United Kingdom has exercised this power in Statutory
Instrument 417 of 2000.

By Article 8(3) and Recital 33, special data may be processed for medical
purposes without explicit consent. However, it is arguable that these purposes do
not include medical research purposes, because the key element in the drafting of
Article 8(3) is the requirement of a treatment need in the data subject that cannot
be delayed to gain the explicit consent of the data subject (or for the management
of healthcare services). If, however, medical research is accepted as a medical
purpose under Article 8(3) (as the U.K. act does), then the processing of the personal
data is acceptable if undertaken by health professionals subject to national regulatory
authorities’ rules on secrecy or others subject to a similar duty of secrecy. As special
data remains personal data for the purposes of Article 7, one of its conditions must
be satisfied, namely consent, or that the processing is in the vital interests of the
data subject or in the public interest.
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In many respects, the most important protection afforded to the data subject is
through the requirement to provide the data subject with information about the
processing and this again defines fairness towards the data subject. This could be
said to be a right of the data subject to information, however, it is treated by the
Directive as an obligation on the data controller to provide the information to the
data subject regardless of whether or not it is requested. Without the information,
data subjects are most unlikely to know of the proposed processing of their data. It,
therefore, allows the data subject to give informed consent, to seek access to the
data, and to exercise a right to the correction or removal of data from the record
(the right to object). The provisions can be separated into three scenarios:

1. Where the controller obtains the information directly from the data subject
2. When the information is not obtained from the data subject 

 

TF1643_book.fm  Page 257  Wednesday, April 28, 2004  1:18 PM



 

258

 

GIS in Public Health Practice

 

3. Where the data was obtained from the data subject, but disclosures to
third parties or other new processes were not anticipated at the point of
data collection

Where the data controller collects data from the data subject directly and at
the outset, then the requirements are clear. Article 10 of the Directive requires
that data controllers are compelled to ensure that data subjects are given certain
fundamental information about the proposed processing of their data. This infor-
mation includes the identity of the data controller (and his representatives if
applicable), the purposes of the proposed processing, and anything else that is
required for the processing to be fair to the data subject (Article 10 and Recital
38). Where the information is not obtained directly from the data subject, but is
provided by a third party, then Article 11(1) of the Directive requires that new
data controllers be compelled to provide the same information. However, Article
11(2) (and Recital 40) provides that Article 11(1) does not apply “where, in
particular for statistical purposes or for the purposes of historical or scientific
research, the provision of such information proves impossible or would involve
a disproportionate effort, or if recording or disclosing is laid down by law.”
Disproportionate effort must mean disproportionate to the risks to the data sub-
ject’s fundamental rights and freedoms. Where the purposes have changed from
those envisaged at the time of collection of the data by the data controller,
including the disclosure of the data to a third party, then Article 11(2) applies
(Recital 39 and Recital 40).

These provisions apply regardless of whether or not consent was the provision
used under Article 7 or Article 8 to establish when processing could occur. Clearly,
the information contained in Article 10 and Article 11 is fundamental to informed
consent, but the information must also be provided to an individual whose data is
processed in his or her vital interests or in a medical emergency. The most interesting
element to observe is that in the Directive, the Article 10 situation envisages no
Article 11(2) type provision. It is not possible for data controllers at the point of
collecting the data from a data subject to evade the requirement to give full infor-
mation to the best of their knowledge at that time. Further, Article 11(2) provides
an exclusion only where it is impossible to provide the information, for example
where the data has been received in an anonymized form, or where the risks to the
fundamental freedoms and rights of the data subject do not outweigh the effort
required to provide the information.

The implementation of these provisions in U.K. law does not reflect the Direc-
tive. First, the interpretation of Article 11(2) in the U.K. statute is “so far as
practicable” rather than “impossible” or with some element of balance relating to
the fundamental rights and freedoms (DPA 1998, Schedule 1, Part II, Paragraph 2
(1)(a) and Paragraph 2(1)(b)). Second, the Article 11(2) exemption is applied not
only to Article 11(1) but also to Article 10 situations (DPA 1998, Schedule 1, Part
II, Paragraph 2(1)(a)).

If a data controller is exempt from providing information under the Directive,
because of impossibility or other, then there is still a need for adequate safeguards
for the data subject’s rights. This could be provided through the supervisory authority
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and the prior checking provisions (Article 20). Further, Article 6(1)(b) requires that
further processing should not be incompatible with the initially specified, explicit,
and legitimate purposes stated under the Article 10 scenario. Where further process-
ing occurs for historical, statistical, or scientific purposes, although it is not to be
considered as incompatible with the original purposes, it must be in a context of
safeguards provided by the member states and these must ensure that further pro-
cessing is not used for decision-making about the particular data subject (Article
6(1)(b) and Recital 29).

 

15.4 THE RESEARCH EXEMPTION

 

At a number of points, the Directive makes limited exemptions in relation to his-
torical, statistical, and scientific purposes, but in all cases, the exemption is based
on a requirement that member states provide adequate safeguards to protect the
fundamental rights and freedoms of the data subject. The final point in Section 15.3
clearly shows the balance held concerning research in the Directive. There must be
safeguards, especially preventing the use of processing undertaken for historical,
statistical, and scientific purposes to make decisions about the data subject. However,
processing for historical, statistical, and scientific purposes is not to be considered
incompatible with further processing. This simply indicates a presumption in favor
of the purpose.

Personal data further processed solely for historical, statistical, and scientific
purposes may be kept for longer than is necessary and allowed for any other purposes
for which the data might have been collected (Article 6(1)(e)). When processing is
“solely for scientific research” or data are kept in a personal form for such time as
is necessary for “the sole purpose of creating statistics,” then the data subject’s right
of access to the data may be removed. Under Article 13(2), that right can only be
removed if:

• The derogation from the right is by legislative measure of the member state
• There is “clearly no risk of breaching the privacy of the data subject”
• Other adequate legal safeguards of the data subject’s fundamental rights

and freedoms are in place, particularly guarding against the use of that
data for decision-making about the data subject

In the United Kingdom, the “clearly no risk” element is interpreted as “unlikely to
cause substantial damage or distress” (DPA 1998, s.33(1)(b)).

The prohibition on the processing of sensitive personal data may be lifted, as
discussed earlier, if that purpose is seen as a subcategory of the broader treatment
categories that are expressed in Article 8(3). Article 8(4) allows for the processing
of sensitive personal data for reasons of the substantial public interest. Recital 34
includes scientific research within this if an “important” public interest is a “sub-
stantial” one. The data subject’s rights are safeguarded under Article 8(3) by the
regulation of the medical professional or other researcher within a professional
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obligation of secrecy; under Article 8(4), the processing must be sanctioned by
national law or the supervisory authority and notification to EC.

Whereas the safeguards for the individual data subject are to protect that person’s
individual rights and freedoms, Article 13(1)(g) provides for a situation where the
provisions of Article 6(1) (that processing should be fair and lawful), Article 10 and
Article 11 (the information provisions), Article 12 (the data subject’s right of access),
and Article 21 (concerning the publication and maintenance of the register of pro-
cessing) may be modified. Generally, this is where the processing is necessary to
safeguard the data subject or the rights and freedoms of others. By implication,
medical research could be such a process in some circumstances. However, these
circumstances do not produce a blanket exemption for medical research from the
requirements to process fairly and lawfully, including Article 7 and Article 8, and
the requirements of the information provisions.

In the U.K. legislation, the research exemption is set up explicitly in Section 33
of the Data Protection Act 1998. In Section 33(1), two general “relevant conditions”
must be met in all processing seeking the research exemptions:

1. That research processing does not affect measures or decision making
about the individual data subject (s. 33(1)(a))

2. That the data is not processed in “such a way that substantial damage or
substantial distress is, or is likely to be, caused to any data subject” (s.
33(1)(b)) 

The scope of the latter is very difficult to judge, but it must include a protection
of the individual with reasonable and known sensibilities. Given that the oppor-
tunity for medical research on the data may arise after the data’s initial collection
and that it may be impossible to contact data subjects individually to notify them
of the processing or to gain their consent, the prior checking duties of the
supervisory authorities could, and arguably must, be used to ensure that reason-
able and known sensibilities are not likely to be violated by the further research
processing. Arguably, this is necessary to ensure continued confidence in medical
treatment.

 

15.5 ANONYMIZATION

 

Holding data in an anonymous form and anonymizing data is clearly one of the
strongest safeguards for the practical protection of the data subject’s identity and
certain aspects of their privacy. As a matter of good practice, research should be
conducted with anonymized or anonymous data unless the rights of the data subject
require that it is processed in a personal form. However, anonymization is not without
its difficulties and it does not guarantee, in itself, the privacy of the subject. Rendering
personal data anonymous may remove the immediate danger of identification and,
therefore, the likelihood of causing substantial damage to the data subject (strength-
ening the use of other justifications for processing than consent under Article 7 and
Article 8). However, in a situation where, for example, one’s data is processed, albeit
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anonymously, for purposes opposed to one’s moral or religious sensibilities, then
one’s fundamental rights and freedoms can still be violated and substantial distress
may still be caused.

It is clear that personal data is information from which an individual natural
person is “identified or identifiable.” Recital 26 of the Directive is explicit in
saying that the “principles of protection shall not apply to data rendered anon-
ymous.” Anonymous data are outside the scope of the Directive. However, per-
sonal data collected in an identifiable form that is subsequently anonymized will
be within the protection of the Directive at least until it is completely unidenti-
fiable, as removing identifiers must be a “process” operating on personal data
under the Directive. The U.K. legislation and courts, however, have not taken
this view.

The U.K. courts considered the status of anonymized data in the case of 

 

R 

 

v

 

Department of Health, ex parte Source Informatics Ltd

 

. ([2000] 1 All ER 786, CA;
see Beyleveld and Histed (2000)). To establish marketing strategies for particular
drugs, medical data about prescription habits of general practitioners (GPs) was
purchased from GPs by Source Informatics in a form anonymized by the GPs. The
GPs had not gained the consent of their patients to process their data for this purpose
and one of the key questions before the court was whether the data came within the
ambit of data protection legislation. Recital 26 of the Directive, however, states that
data protection principles must apply to any information concerning personal data
and Article 2(b) of the Directive defines processing as “any” operations performed
on personal data. Further, the Article 13(2) exemption for the creation of anonymous
statistics from personal data does not exempt the data controller from the require-
ments of Article 7, Article 8, Article 10, and Article 11. The Article 12 exemption
provided is still conditional on adequate safeguards and there being no risk of
breaching the privacy of the data subject. These three elements clearly indicate that
the operation of rendering identifiable personal data anonymous (i.e. the process of
anonymization) is itself a process under the Directive and subject to the regulations
of processing.

When considering anonymous data and anonymization and anonymized data, it
is only once the data is rendered fully anonymous that the processing of the data is
outside the ambit of the Directive. When data is processed by those who receive the
data in personal, identifiable form (either directly from the data or indirectly with a
key (Article 2(d) and Recital 26) that processing is subject to the data protection
principles, including Article 10 (unless that is subject to an exemption for other
reasons).

This was not the position accepted in Source Informatics, where the Court
of Appeal held that where personal data was collected with a view to anonymiza-
tion then the data protection principles did not apply. This is where the United
Kingdom is arguably in violation of EC law. The most legally satisfactory
response to the decision from the government and the Department of Health
would have been to appeal the decision to the House of Lords. However, the
response employed tried to deal with the matter through the Health and Social
Care Act 2001, Section 60, which was intended to grant the secretary of state
powers to render, through regulations: 
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• Processing of anonymized data unlawful
• Processing of confidential patient identifiable data without consent lawful,

where this would be in the public interest 

Pressure of time in the House of Lords and opposition from the Conservative Party
in the Lords led to the dropping of the provisions relating to anonymized information.

Section 60 of the Health and Social Care Act provides that the secretary of
state has powers, in the public interests or for medical purposes, to render not
unlawful processing that would otherwise be unlawful for breaching patient
confidentiality, if consent was not practicable to obtain. This power has been
exercised through the Health Services (Control of Patient Information) Regula-
tions (SI 2002 No. 1438). By these regulations, confidential information of
patients presenting for diagnosis or treatment may be processed for various
specified medical purposes including medical research approved by research
ethics committees (Regulation 2(1)(d)). Such data may be processed by persons
approved by the secretary of state and authorized by the person who legally holds
the data (Regulation 2(3)). The secretary of state may require by notice, in the
public interest, any person so approved to process personal data within the
timescale set out by the notice (Regulation 2(4)). The regulations also allow for
the processing of confidential patient information in relation to communicable
diseases and other risks to public health (Regulation 3). Regulation 6 allows for
the transfer of any confidential patient data for the creation of a register, for
example a cancer register.

The striking element in all these regulations is that the data can be processed
for these purposes without the consent of the patient. In all of these cases, Regulation
4 states that the processing of data for the purposes outlined in the regulations will
not breach any duties of confidentiality owed in respect of the information. However,
the regulations cannot make legal acts that would violate the Data Protection Direc-
tive. The Directive requirements concerning information to be given to a data subject
and the requirements of consent to the processing of data could be violated by the
regulations. For example, the regulations allow data to be placed onto cancer regis-
tries without patient consent or disclosure of purpose to the patient even where the
information is gathered directly from the data subject. Even under the 1998 Act,
which allows for this where it is impracticable to meet the Article 10 requirements,
it is difficult to see how it will be impracticable to inform the patient of the purpose
and to gain consent in line with the Human Rights Act requirements. The regulations
arguably stand at odds with the Directive.

 

15.6 CONCLUSIONS

 

As can be seen, the variations in the implementation of the Directive in U.K. law
cause difficulties in the interpretation of duties. Undoubtedly, other member states
will have interesting interpretations of the duties created by the Directive. These
variations may be tested in legal action to clarify the extent of the duties under the
law across Europe. Alongside these problems of implementing the Directive, there
are many interest groups that see the Directive as too intrusive for the purposes of
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security, commerce, and research, especially medical research. The call is for a wide
reform of the Directive to reduce the duties imposed upon data controllers. However,
these voices must be set against the underpinning purpose of the Directive, which
is to ensure an environment of trust within which personal data is protected, freely
offered, and safely transferred to ensure the continued benefits of the EU to the
commercial and research purposes. If the Directive is weakened, then the weakness
will extend into the trust and confidence of data subjects, with potentially serious
implications.
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16.1 INTRODUCTION

 

Data protection legislation and professional guidelines in a number of countries have
been criticized by researchers and epidemiologists who claim that there will be
disastrous consequences for epidemiological activities such as cancer registration
and communicable disease surveillance (see, e.g., Doll and Peto, 2001; Helliwell,
2001; U.K. Association of Cancer Registries, 2000). There is an expectation that if
the public are asked to give consent, then they will either explicitly refuse or not
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respond to requests for consent. Consequently, this would introduce significant
volunteer bias into databases and limit the utility for public health purposes. The
Data Protection Act 1998 does limit the requirement to obtain consent or to inform
data subjects according to what is practicable, reasonable, or requires disproportion-
ate effort. Empirical evidence of adverse consequences and the difficulties involved
in approaching patients would be required to justify use of personal data without
seeking consent or giving data subjects an opportunity to object. This chapter is
based on a review of the literature to assess public attitudes to privacy and use of
personal health information. Although the attitudes examined in this chapter are
generic in nature, they are equally applicable to the use of health information in the
public health GIS field.

 

16.2 SEARCH STRATEGY

 

The following electronic databases were searched: Medline 1966 to 2002/02,
CINAHL 1982–2002/02, and Embase 1980–2002/02. Searches were restricted to
English language papers and the keywords used were “attitude,” “health information”
or “medical records,” “public” or “patient,” and “privacy” or “confidentiality.”

Of the 110 references found, the titles and abstracts were reviewed to identify
26 suitable papers. Hand searching, searching of grey literature, and canvassing of
expert opinion identified a further 18 papers, so in total 44 papers were reviewed.
Papers were included only if they reported original research that explored public or
patient attitudes to the use of, or limits to, the use of their own health information.
Theoretical discussion papers were excluded. In view of the small number of original
research papers found, all papers were reviewed irrespective of sample size or
methodology. A qualitative analysis of the studies was undertaken.

 

16.3 RESULTS

 

Public attitudes to the use of their own health information are related to their
attitudes to confidentiality and privacy, together with their attitudes toward and
expectations of healthcare and other professionals who might access their infor-
mation. These attitudes may vary depending on the sensitivity of the information,
the mechanism of recording this information, the healthcare setting, and the
potential uses to which their information may be put. There is no evidence from
the published literature as to which of these factors the public perceive to be the
most important.
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Constitutional rights, including rights to privacy are a key concern to 85 percent
of Americans (Gostin et al., 1993) and much of the literature on public attitudes
to data protection has been conducted in the United States. Thirty percent of
Americans were termed “privacy fundamentalists,” those people who place high
value on privacy, and 55 percent “privacy pragmatists,” who were able to trade
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off privacy for other goods (Detmer, 2000). The Internet has highlighted differ-
ences between individual attitudes to health information compared to other
information. Fifty-four percent of Internet users have shared information and
yet of those defined as health seekers only 21 percent have provided an e-mail
address, 17 percent a name or other identifying information, because 80 percent
want to obtain health information anonymously (Pew Internet and Life Project,
2000). Individuals were particularly concerned that their health insurers might
find out about their online health activities (California Health Care Foundation,
2000).

Although 89 percent of American high school pupils could correctly identify
the principle of confidentiality, this was simply identifying the correct definition of
the word confidential from four alternative definitions without any assessment of
ability to use the principle correctly (Cheng et al., 1993).

 

 

 

A third of the pupils were
aware of a right to confidentiality for specific health issues, but at least half of the
pupils admitted they did not know their rights. In the United Kingdom, 92 percent
of teenagers agreed with the definition of confidentiality as “what you tell your
doctor should not be discussed with other people without you knowing” (Churchill
et al.,

 

 

 

2000). Although only two thirds believed this is what their GP did, this had
no effect on their consultation behavior.

Among American physicians, 53 percent reported discussing confidentiality
with their adolescent patients, 21 percent discussed confidentiality with all their
young patients and 11 percent did not discuss it at all (Ford and Millstein, 1997).
Female doctors were more likely to discuss confidentiality than their male coun-
terparts were.

Not only adolescents struggle with confidentiality. Psychiatric patients in Oregon
valued medical confidentiality highly, but lacked adequate information as to their
rights (Kinzie et al., 1985). They were much more likely to approve release of
information for medical purposes than for other purposes. Only a third of patients
had an accurate knowledge of who had access to their records, many thought
erroneously that only doctors and nurses had access, and fewer still knew of any
legal protections of confidentiality. Many felt that the release of health information
was mandatory prior to receiving healthcare and almost all patients felt the release
of health information was mandatory for other purposes and only a third signed for
the release of information without any sense of coercion. Parents also struggle, with
only 22 percent of Minnesota parents knowing their parental rights and responsibil-
ities when it came to access to information and medical records of their children
(Cutler et al., 1999).
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Public attitudes toward who should have access to health information is closely
linked with the “need to know” of the individual and the perceived extent to which
that individual is bound by confidentiality (Carmen and Britten, 1995). In one U.K.
general practice, all the 39 patients interviewed agreed that all the doctors in the
practice should have some degree of access to their medical records, but only their
usual general practitioner (GP) should have unlimited access.

 

 

 

A minority felt that
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other primary care staff (e.g., nurses and midwives) should have no access whatso-
ever, because they were not perceived to be bound by confidentiality to the same
extent as doctors. In some cases, it was felt that the doctor should decide whether
the nurse was responsible enough to have access to the records.

A larger U.K. study involving 1000 patients replicated these findings (Ward-
man et al., 2000). Over 94 percent of respondents thought their usual doctor had
access and 98 percent felt they should have access to all their medical records.
These figures were lower (76 and 84 percent) for other doctors in the practice.
However, when it came to other staff, less than half (43 percent) thought the
practice nurse had access to their records and even fewer (34 percent) believed
that they should have access to all their notes, with 40 percent feeling that access
to part of the record would be acceptable. Again, patients were less enthusiastic
at other professional members of the primary healthcare team (e.g., district nurse,
health visitor, midwife, physiotherapist, and occupational therapist) having access
to their records. Twelve to fourteen percent of individuals thought other profes-
sional members currently had access to their notes, with 11 to 20 percent agreeing
that other professional members should have access to all their records, and 22
to 37 percent agreeing with access to part of their record. Seventy-five percent
of men believed that the midwife does not and should not have access to their
medical records. Receptionists were felt to have more access than they should,
but medical secretaries were perceived to have had special training and therefore
were bound by the same professional rules of conduct as medical staff (Carmen
and Britten, 1995).

Australian chemists were perceived by adolescents to raise particular concerns
over their ability to maintain confidentiality where sexual health information and
condoms are involved (Warr and Hillier, 1997). These concerns may arise from the
small communities that the chemists in this study were working in, where chemist
staff may be family friends or relatives, rather than anything intrinsic to chemists.
In Belgium, worries about confidentiality breaches to parents were also cited as a
reason for teenagers delaying attending a doctor for contraceptive advice (Peremans,
2000). For this reason, 25 percent of American high school pupils would forgo
healthcare (Cheng et al., 1993).
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This compares with experience in South Australia where 85 percent of 3000
people asked reported that they were confident or very confident that doctors and
hospitals were responsible data custodians, but almost 10 percent were not very
or not at all confident in their ability (Mulligan, 2001). South Australian patients
were less likely to share their patient-held record information with nonclinicians
(Liaw, 1993). Doctors are thought to protect personal information (and therefore
confidentiality) better than other nonclinical professional groups (i.e., the insur-
ance industry, banks, the government, the news media or any other institution)
(News and Notes, 1979). However, of the 2131 Americans surveyed, 17 percent
thought that doctors and 23 percent thought that hospitals should be doing more
to protect the confidentiality of their information.
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16.3.4 E
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From eight countries (Denmark, Germany, Israel, Norway, Portugal, Sweden, The
Netherlands, and United Kingdom), 3540 patients were asked about their priorities
with regard to general practice. Of the patients in the countries surveyed, 77 to 91
percent felt that a GP should be able to guarantee confidentiality of information of
all his patients (Grol et al., 1999). The doctor-patient relationship may also be
threatened by questioning the doctor, which may arise from issues of privacy or
confidentiality (Carmen and Britten, 1995; Ornstein and Bearden, 1994).

The perceived level of anonymity is important for patients (e.g., sperm donors)
(Robinson et al., 1991), but also for the perceived content of the health record
(Carmen and Britten, 1995).

 

 

 

In many cases, confidentiality is maintained by “indif-
ference to anonymous patients.” This may account for the public being less worried
about information in hospitals than in general practice, because general practice
records tend to carry much more personal and social information (Carmen and
Britten, 1995). Many of those concerned about the content of the information were
not concerned by who has access to it, providing factual rather than subjective
information was recorded (Carmen and Britten, 1995). However, Siegler demon-
strated in a university-affiliated teaching hospital in the United States that at least
25 and up to 100 healthcare professionals and administrative staff had access to a
patient’s medical record (Siegler, 1982). If the public were aware of the large number
of people who have access to their information, they might be more concerned about
both access and content.

Patients have different expectations of confidentiality than “house staff” and
medical students. Either patients have a stricter definition of confidentiality than
medical staff or they expect a tighter adherence to the principle (Weiss, 1982). When
108 patient-reported confidentiality breaches were investigated, 48 were legally
defensible breaches (i.e., information passed from one treating practitioner to another
without patient authorization), 32 were legally indefensible disclosures and 28 dis-
closures could not be analyzed (Mulligan, 2001).

 

 

 

Of those who had suffered a breach,
legitimate or not, 58 believed that direct harm to them had resulted from the breach
including embarrassment, arguments, and loss of trust in medical services.
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Most patients think that the decision as to what health information was recorded
rested with the doctor (Carmen and Britten, 1995). There is a perceived need for
negotiated entries over sensitive issues, as 11 percent of respondents in a (U.S.)
Louis and Harris Associates survey thought that doctors’ questions were too personal
(News and Notes, 1979). This perception may arise because doctors are asking
personal questions (e.g., about relationships), which are not perceived as necessary
for clinical care or because patients do not appreciate how personal information may
be used in their care or the care of other people. Sensitive information is more likely
to be disclosed if confidentiality is assured (Ford et al., 1997).

Sexual health issues seem to be a particular concern. Of 102 self-identified gay,
lesbian, and bisexual individuals aged between 18 and 23, two thirds never discussed
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sexual orientation with healthcare providers, less than half remembered being
informed about confidentiality, but those who did remember being informed were
three times as likely to have discussed issues of sexual orientation (Allen et al.,
1998). Of those not informed, over 70 percent said they would discuss issues to do
with sexuality if informed.

The information may be so sensitive that patients feel unable to give informa-
tion to their usual healthcare provider and may seek healthcare from other pro-
viders or give false information. Whereas 86 percent of high school pupils in the
United States would seek healthcare from their family physicians for physical
illnesses, this fell to 57 percent for care related to pregnancy, HIV, or substance
misuse, because they felt their doctors were unable to maintain confidentiality
(Cheng et al., 1993). Of men at high risk from HIV, 63 percent would not test if
name-based reporting were required (Woods et al., 1999). If the benefits of name-
based testing were explained, this was reduced to 50 percent. However, even of
those who were tested, 42 percent would give a false name. In Germany, Kochen
found in his sample of over 400 individuals diagnosed with HIV that although for
the majority (91 percent) of individuals the GP was aware of their HIV status,
over a third of patients did not routinely inform other doctors or medical staff
about their status (Kochen et al., 1991). Individuals had more confidence in
specialist centers than general practices to maintain confidentiality and this was
related to the level of anonymity and confidence in the medical practitioner. In
Uganda, confidentiality breaches are a major concern for women considering
voluntary counseling and testing for HIV (Pool et al., 2001). In Maryland, 50
percent of blood donors indicated they would provide less accurate medical and
personal information if the blood-donating agency were required to divulge pre-
viously confidential information (Banks et al., 1993).

There has only been limited research on the acceptability of communicable
disease contact tracing for the index patient, the contact, and the staff involved.
Cowan et al. (1996) summarized the research by suggesting that acceptability seemed
determined by two factors: maintenance of confidentiality and availability of treat-
ment. For example, Cowan et al. quoted a U.S. study (Chervenak and Weiss, 1989)
of 25 women with HIV infection, which found that 68 percent were willing to
disclose the names of their sexual partners to the health department if confidentiality
was ensured. In practice, however, only 24 percent of the women in the study had
informed partners that they had had prior to their HIV diagnosis and 52 percent had
told partners subsequent to diagnosis. Another U.S. study with 132 partners of HIV-
infected patients used an anonymous, self-completion questionnaire to assess their
attitudes to being told by the public health department that they were at risk. Most
(87 percent) thought that the public health department was correct in disclosing their
exposure risk and 97 percent thought that notification should continue. Pavia et al.
(1993) noted that partner notification was less successful in white men who have
sex with men, compared with other groups. They concluded that this may be due
to distrust of public health authorities and that homosexual and bisexual men pre-
ferred to notify partners without the involvement of public health workers. Fenton
et al. (1997) surveyed senior consultants in 59 genitourinary medicine clinics in
England. There was concern that partner notification, if handled inappropriately,
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could lead to identification and ostracization of individuals from their communities.
Although 77 percent of consultants stated that HIV partner notification had become
an accepted part of their clinic’s practice, all respondents thought that there were
factors that hindered this process. The most common limiting factor (mentioned by
73 percent) was healthcare workers’ concerns about the unacceptability of HIV
partner notification to patients.
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The public may be happy about their information being used for research in general
terms, with 77 percent of a health maintenance organization (HMO) membership
agreeing to the use of their information in this way (Purdy et al., 2000). Most of
those who agreed were highly educated and predominantly white and felt that
participation in research had a positive effect on their healthcare. However, the
subject area for research is crucial. When study-specific consent was required for
an epilepsy study using medical records, the rates of consent fell to 19 percent
(McCarthy et al., 1999), as opposed to in excess of 90 percent where study-specific
consent was not required (Yawn et al., 1998). Refusal rates were highest in patients
with mental health concerns, trauma or eye care, and among women aged 39 or older.

Health information is used as part of physician peer-review. Of 648 patients
surveyed, 64 percent disapproved of their records being read by outside physicians
without their permission, as there was no attempt to seek individual patient consent
or to anonymize the records prior to the review (Dodek and Dodek, 1997). Yet when
asked about an audit of their medical records the same percentage (64 percent) agreed
(Neuhaus et al., 1976). Agreement to be audited varied markedly and depended on
the physician involved and individuals with intimate diagnoses (e.g., gynecological
diagnoses and examinations) were more likely to consent to a review of their records
than those with less intimate diagnoses (e.g., tonsillitis and hypertension).

Over 20 percent of Swedish patients found it difficult to decline being involved
in medical student teaching (Westbeg et al., 2001). Yet in New Zealand, 73 to 96
percent of members of the public were strongly in favor of taking part in medical
student teaching depending on the medical setting (Grant, 1994). The percentage
who would agree fell if the setting were a sexually transmitted disease clinic. Almost
all the women and a third of the men would expect to be told about teaching
involvement at booking if they were receiving care from the private sector. In the
United Kingdom, consent to have a medical student at the consultation was more
likely to be granted for less sensitive consultations, but also when there was only
to be limited discussion between the doctor and the student once the patient had left
the room (O’Flynn et al., 1997).

Cancer registries use information for public health monitoring. A natural exper-
iment of white middle-aged women in the United States found that enrollment rates
for a clinical trial were no different if information from a cancer registry was used
to identify women compared with an indirect approach via a physician (Sugarman
et al., 1999). Only 2 of 351 women approached directly complained about the
approach, although 2 potential subjects of the 65 women approached indirectly felt
pressured to participate because the approach came through their physician.
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16.3.7 E
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Computerized methods of recording information are felt to present a much greater
threat to privacy and confidentiality than written records (Carmen and Britten, 1995).
Although many of the issues are the same for paper and electronic records, the public
appears to be more engaged with the electronic debate.
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Although patients value confidentiality highly, Luke suggested that it may be over-
looked for the sake of improved quality of care. The majority of parents of children
on a pediatric ward were happy for their children’s notes to be kept at the end of
their beds, despite the fact that the issue of confidentiality was not specifically raised
(Luke et al., 1999). There are potential breaches of confidentiality that patients might
not realize, such as overhearing patient-specific information on ward rounds or in
elevators (Rylance, 1999; Ubel et al., 1995). A minority of parents (10 out of 24)
had concerns over confidentiality within a pediatric grand round (Birtwistle et al.,
2000). Publication of identifiable information in medical journals has in the past
caused distress to individuals (Smith, 1996).

 

16.4 DISCUSSION AND CONCLUSIONS

 

The search strategy employed found relatively few original research papers. More-
over, the majority of the research is from America and applying these findings to
other countries is difficult and exacerbated by the fact that American HMOs rely on
health information for billing information. Other drawbacks of the research are that
many of the studies are small and nonresponse rates are high and nonresponders
may have markedly different attitudes toward health information than responders.
The majority of excluded literature focused on the doctor’s role in disclosing con-
fidential information to third parties, together with hypothetical attitudes taken by
the public to their health information. There has been an increase in published
literature on public attitudes toward health information in recent years through issues
surrounding HIV and, in part, the emergence of electronic methods of information
recording, which has brought this issue to greater prominence (Whetten-Goldstein
et al., 2001). Obvious gaps in the research remain, particularly concerning the effects
of age, gender, and social group on public attitudes. The debate has been restricted
to attitudes toward those with more-traditional roles in healthcare — doctors and
nurses — as opposed to the role of public health practitioners, managers, and those
with close partnerships with health services.

Public attitudes to the use of their own health information are related to attitudes
toward confidentiality and privacy, together with their attitudes toward and expec-
tations of healthcare and other professionals who might access their information.
Attitudes vary depending on the sensitivity of the information, the mechanism of
recording the information, the healthcare setting, and the potential uses to which the
information may be put. However, there is no evidence from the published literature
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as to which of these factors the public perceives to be the most important. Public
attitudes to their health information may be different to professional attitudes to
patient information, which may be a cause for conflict. In many cases, the public
may not even have considered the issues surrounding their health information.
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17.1 INTRODUCTION

 

In this chapter, we outline our vision of how new emerging technologies in both
mobile communications and GIS research areas will combine in the near future to
provide a multitude of opportunities within the healthcare field. We start by discuss-
ing some relevant aspects of the new technologies, then review current remote health
service provision, before combining the discussion to give examples of how new
mobile geographically aware technologies could aid better healthcare provision in
the future.

 

17.2 GEOGRAPHY AND GEOGRAPHIC 
INFORMATION SYSTEMS

 

One of the most rapidly developing branches of geography is that concerned with
GIS and its applications. Although the subdiscipline extends back almost 40 years,
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the range of applications has expanded rapidly since the first commercial GIS
software became available at the workstation level in the early 1980s. Nowadays,
GIS applications are in use in almost all walks of life, e.g., in the planning of retail
areas, transportation, national defense, environmental protection, and healthcare.

The key idea behind GIS is in principle a simple one. Two kinds of data,
positional data and attribute data, are integrated. The positional data can be any form
of data identifying points (e.g., map coordinates) or defining larger areas (or poly-
gons), such as municipalities or hospital districts. The attribute data can consist of
statistics on almost anything that happens to be of interest to the user, such as
smoking habits, taxable incomes, or the prevalence of a given disease within the
population. When these attribute data (variables) are linked to the positional data,
the result is a powerful means of analyzing the geographical distribution of the
phenomenon in question. Although the idea in itself is a simple one, individual GIS
applications can be of considerable complexity, especially when provisions are made
for functions such as spatial calculations, route optimization, the analysis of satellite
images, or the statistical testing of spatial clusters.

 

17.3 GIS AND MOBILE COMMUNICATIONS

 

The last decade of the previous millennium will be remembered as the age of mobile
communications. Small, highly versatile mobile phones achieved enormous popu-
larity and revolutionized the telecommunications market. The next breakthrough is
about to begin, based on the notion of locating the position of the receiver. New
generation mobile (or cellular) phones or perhaps personal digital assistants (PDAs)
will be capable of identifying their own position with a high degree of accuracy, by
reference to a satellite (the American global positioning system [GPS] or the Euro-
pean equivalent [Galileo]), a relay mast (perhaps using the global system for mobile
communication, GSM), or some other system. When other new technical innova-
tions, such as Bluetooth

 

®

 

 wireless technology, WLAN (wireless local area network)
applications, real-time speech recognition (Kumagai, 2002), proactive data process-
ing, and learning computer environments and smart materials are added to this, a
whole new range of spatial analytical opportunities is likely to emerge in the imme-
diate future. Bluetooth is a new wireless personal area networking (PAN) technology
that allows diverse information technology (IT) devices (such as mobile communi-
cators, PDAs, laptops, MP3 players, and digital cameras) to connect together within
a range of approximately ten meters using radio waves (Erasala and Yen, 2002). It
includes built-in security such as authentication and encryption to prevent eaves-
dropping.

GIS and its associated technologies form one of the main building blocks in
the new positioning and navigating concept for mobile communications. GPS and
CD-ROM-based in-car navigation has been around for some years. However, the
relatively recent development of handheld PDA devices can incorporate mobile
communications, computing power, memory cards, and, importantly, access to the
Internet to accurately locate the handset within a geographical context on maps
downloaded on demand. In Finland, the Personal Navigation Spearhead
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Programme

 

1

 

 was established precisely to encourage the integration of GPS, elec-
tronic maps and mobile communications on a handheld microprocessor. Antici-
pated services included traffic jam notification and traveling services, such as
locations of hotels, automatic teller machines (ATMs), or perhaps a local weather
forecast for the vicinity of the handset. The Benefon GPS-GSM mobile phone
already enables precise personal navigation by means of a map that appears on
its screen. We believe that in the future the system will be based on the combination
of a GPS and a mobile phone with maps no longer needing to be locally stored
either in memory or on storage devices. The maps will be downloaded when
necessary through the operator along with other navigation tools such as route
optimization. Another application area is that of indoor pedestrian navigation based
on Bluetooth technology or WLAN, such as the implemented prototype IRREAL
system (Baus et al., 2002). Although Bluetooth is becoming more common in
mobile phones, the best option for precise positioning and navigations systems
may require a combination of GPS, Bluetooth, and WLAN technology. Accurate
base maps with geocoded street addresses are needed for a successful navigation
system. The 3D City Info project (Rakkolainen and Vainio, 2001) is one example
of an operating prototype system using accurate digital maps. The Virtual Reality
Modeling Language (VRML)-based prototype application, based in the Finnish
city of Tampere, incorporates a GPS receiver, built-in compass, and either a laptop
or handheld mobile device to enable pedestrian navigation with accurate 3D
rendering of the surrounding buildings, albeit for limited geographical coverage
in Tampere city center. Once such a system is available worldwide, it will be
possible in the future for tourists, for instance, to navigate their way through the
art collections of the Palazzo Pitti in Florence and receive commentary in their
own language direct to their mobile phones that focuses on the particular work
that they are standing nearest to at the time.

 

17.4 NETWORK SERVICES EXTENDED TO MOBILE 
COMMUNICATION DEVICES

 

Currently the situation is changing yet again in response to technological advances.
Although many IT companies are finding themselves in serious financial difficulties,
astronomical sums of money have been paid in advance for third-generation UMTS
(universal mobile telecommunications system) mobile operator licenses. Although
much uncertainty prevails on the high-tech investment market, we are convinced
that the new technologies now envisaged will become a part of our lives and sooner
than we could ever imagine. The situation resembles in many ways the advent of
personal computers 20 years ago. We understand the possibilities ahead and are able
to construct scenarios, but the innovations themselves are shrouded in uncertainty.
The following is one possible scenario.

It is already the case that the majority of processors manufactured are installed
in devices other than computers. With the spread of Bluetooth technology, WLAN

 

1 

 

Personal Navigation Spearhead Programme in Finland, http://www.vtt.fi/tte/samba/projects/navigo-
inti/navigation_en.html, accessed .30 January 2004.
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technology, and proactive and self-teaching computer environments, processors are
now communicating with each other, analyzing their users’ behavior and functioning
on the strength of what they have learned. Thus, it will not be long before going to
work might involve a scenario where our mobile phones will communicate with the
building’s computer systems to let us in the main door, eliminating the need for
security swipe cards and simultaneously turning on the main lighting system for our
personal safety. As we approach our own offices, the mobile phones will also
communicate with our desktop or laptop computers in our offices, boot them up,
and start the applications that we most commonly use. With the use of intelligent
room processors that learn the habits and patterns of users, we might also envisage
an office that adjusts the heating system as we approach and perhaps switch on table
lamps automatically.

The next generation of mobile communicators will be combinations of computer,
positioning system, and telephone; in effect, “universal machines” of an open archi-
tecture that we will learn to use just as effortlessly as we do a computer nowadays,
possibly even more so. These devices will be of a far greater capacity than the
present ones and will have for all practical purposes real-time network interfaces,
regardless of the technology by which they are implemented. People will expect
positioning services from their mobile phones on an everyday basis and it will come
as naturally to them as electric current or running water.

In other words, the Web and its services will be a part of our everyday lives to
the extent that we will not need to do anything in particular to switch it on. We will
be online all the time and use the services as needs arise. Nor will our mobile phones
necessarily need to be separate instruments that we carry around with us, for looking
further into the future. They could just as well be integrated into our overcoats or
belts. We may well start seeing clothing advertisements for “a sale of last spring’s
2000-GHz jogging suits with the new soft solar panels.”

 

17.5 REMOTE PROVISION OF HEALTH SERVICES

 

Although the concept of telemedicine is already a few decades old, the field has
developed slowly. Telemedicine might be considered as the use of communication
technologies to provide healthcare when distance separates the caregiver and
receiver (Cutchin, 2002). The most common form traditionally has been a satel-
lite-linked video-consultation between a distant specialist, perhaps in the United
States, and a local doctor and patient, perhaps located in one of the remote
Antarctic bases. Numerous telemedicine services now exist worldwide, such those
based in Alaska, Queensland, Australia, and India. The various traditional services
that have been developed are based on closed systems: single-purpose closed
networks and specifically designed hardware for a small group of users. This has
made them expensive both to construct and to use. The lack of established
standards has also hampered the progress of this development work, so that the
resulting systems have never achieved any great popularity. Admittedly, the major
actors in the field of healthcare, both private and public, were cautious and wary
about committing themselves to projects that would have involved considerable
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investment. According to Cutchin (2002), remotely accessed healthcare can offer
many advantages to traditionally neglected populations, such as poor people,
older people, and those based in rural areas. By establishing virtual medical care
regions, quality improvements and cost savings can be achieved, but there will
always be some communities and sectors of society excluded from virtual supply
regions just as there are today with the more traditional healthcare services. A
recent United Kingdom-based study supports these potential quality and cost
improvements (Wallace et al., 2002). The study utilized virtual outreach facilities
to include video consultations between general practitioners (GPs) or family
doctors, hospital-based specialists, and patients, with reported higher levels of
satisfaction among patients together with cost efficiencies with significantly fewer
tests and investigations being carried out, when compared to traditional GP
consultations and separate specialist referrals.

In the early 1990s, the slow development of telemedicine changed, largely
because of a spread in one of the services offered by the Internet, the Web. The
Internet itself was created in the 1960s and rapidly gained popularity within scientific
circles, but it was some time before it was appreciated by the public. Once the public
accepted the Internet and the Web, the range of services offered by these channels,
the numbers of servers linked to the network, and the numbers of users began to
increase exponentially. Now, at the dawn of the new millennium, the Web is a part
of everyday life in industrialized countries.

As no doubt the majority of readers will know, the Web can provide virtually
anything imaginable. It is an excellent tool for many people, as it can give access
to a vast quantity of high-quality services everywhere and for everyone, once the
user has a network interface available. However, it can also be a bottomless barrel
containing a mass of confused, undifferentiated, and uncontrollable information
and services. It is somewhat a matter of luck whether one finds the information
that one is looking for. Conversely, it is possible to claim that the absence of
control enables the free dissemination of information, which is the greatest
strength of the Web.

In spite of all its problems, the Web contains vast amounts of useful, relevant
information and services of proven quality and one of the best of these has already
been appreciated extensively in the healthcare sector. Web services have become an
irreplaceable aid for healthcare professionals. Among the many applications avail-
able, the Web can enable a researcher to check and update the bibliography to a
paper in minutes, obtain an electronic copy of a published paper, consult a reference
database for the interpretation of x-rays or practice various professional skills
through Internet courses. The net services provided by the Finnish medical associ-
ation Duodecim,

 

1

 

 for example, with their journal reviews, reference databases, and
treatment recommendations are of the highest quality. It is now also possible to carry
out online surgery with a surgeon thousands of kilometers from a remote patient
and local performing doctor who carries out the operation with the aid of a live
camera feed and real-time patient monitoring data relayed over the Internet back to
the surgeon.

 

1 

 

Duodecim, http://www.duodecim.fi, accessed 30 January 2004.
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17.6 WHAT ABOUT FUTURE HEALTH SERVICES?

 

An enormous selection of health services is already available on the Web and these
will be transferred to the screens of mobile communicators or PDAs in the course
of time. It will also be easy to invent new applications. A future Bluetooth PDA
device could possibly monitor the bodily functions of a user who has a heart
complaint, warn him to take his medicine at the right times, relay his heart monitor
information to his local hospital’s monitoring system, and automatically phone the
rescue services for help if something goes wrong (Erasala and Yen, 2002). The
request will be accompanied by a precise indication of the device’s position, which
can be read in the control room and transferred automatically to the ambulance’s
computerized navigation system. The system could then assess the traffic situation
in terms of the various potential routes and their current traffic flows and supply the
driver with a proposal for the optimal route.

Many of these individual components are operational. For example, a prototype
ambulance-management system has been built based in Attica, Greece, which incor-
porates GIS, GPS, and GSM technologies to route ambulances to emergency calls
using shortest-path algorithms and taking account of traffic conditions (Derekenaris
et al., 2002). Some ambulance services in the United Kingdom are already moving
a step further, by anticipating potential demand — an emergency call — by using
historical call patterns through varying times of the day or days of the week to move
their empty ambulances to positions (or way-points) where they can best respond
to anticipated demand. Then they constantly reevaluate these positions in relation
to real-time traffic congestion and the relative coverage of other ambulances to
provide as optimal a service as possible. These ambulance dispatch applications
require accurate mobile positioning systems to determine where ambulances are,
digital maps to provide routing information, and mobile communications to link to
their dispatch computers and operators.

The Web is currently able to provide information on self-care possibilities,
regional differences in health behavior, and locations of health services of various
kinds. This same information could be relayed in the near future to handheld devices.
There is a growing plethora of online doctor services, such as the United Kingdom-
based Netdoctor,

 

1

 

 which provides ask-the-doctor services both electronically and by
phone, together with resources such as online disease, ailments, and medicine ency-
clopedias. Also in the United Kingdom, the online and telephone service NHS Direct

 

2

 

has been introduced, provided by the U.K. government in an effort to make medical
advice both more accessible and cheaper to supply and to relieve pressure on doctors’
surgeries and hospitals. Such services have the advantage of convenience for those
with Internet access, at the same time containing a degree of anonymity, enabling
perhaps wider access to medical information without the need to be physically
present, which might be attractive to certain (perhaps younger or disillusioned)
sectors of society. Counts of visits made to Web pages indicate that the public makes
avid use of these services.

 

1 

 

Netdoctor, http://www.netdoctor.co.uk, accessed 30 January 2004.
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NHS Direct, http://www.nhsdirect.nhs.uk, accessed 30 January 2004.
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Technology can be directly applied to reduce exposure to known or suspected
sources. One of the specific health concerns regarding the ever-increasing use of
mobile phones over the past decade has been the supposedly high level of radiation
exposure near to the user’s brain caused by the mobile phone’s transmitter. With
Bluetooth devices, the public perception of the health risk (and indeed any real
health risk) can be reduced by using a low radiation emitting Bluetooth headset,
linked to the mobile communicator stored elsewhere on the body, in a car, or in a
room (Erasala and Yen, 2002).

It will also be possible to use a mobile communicator for data acquisition
purposes. Accurately estimating an individual’s exposure to an environmental
exposure that might be implicated in the etiology of a disease has been an inexact
science up to now. Often the place of residence or work is used as a surrogate
location. However, individuals have complex daily activity spaces where they are
constantly exposed to a variety of pathogens that cannot be accurately represented
by just one location. In our future scenario, users would carry the mobile device
with them and it could be fitted with a sensor, e.g., for measuring levels of noise,
air pollution, or some other exposure of interest in their surroundings and the
data collected could be transmitted along with precise geographical coordinates.
It could also, if required, record at the same time features of his or her bodily
functions that might be expected to react to these external conditions. It might
make sense technically to not provide sensors to each mobile device, but to make
use of regularly placed, but fixed environmental sensors. Rebolj and Sturm (1999)
have implemented such a prototype system, based in Austria, to integrate road
traffic pollution monitoring with GIS modeling of exposure patterns in the imme-
diate vicinity. If this air pollution and GIS modeled data were joined together
with accurate pedestrian locations (obtained via their handheld devices) this
would provide invaluable information to epidemiologists attempting to identify
the causes of diseases in addition to the obvious personal benefits to the individual
concerned.

It is also easy to envisage many situations in which a mobile communicator
could be used proactively. People with asthma living or working in San Francisco
might be willing to pay for a service that informs their PDAs of advance warnings
of temperature inversion situations and the associated increases in air pollution by
connecting to Californian meteorological Web sites. Perhaps the service will suggest
that they wait a couple of hours longer before going home from work so that an
anticipated coming low-pressure system would have dispersed the inversion and
hence cleared the pollution.

 

17.7 IS BIG BROTHER WATCHING YOU?

 

The things we have been talking about above may seem as if they are taken out of
a science fiction book and it is easy to imagine that the new technology could be
used to subject individuals to round-the-clock surveillance. In fact, every one of the
examples mentioned represents a service that is already available, a system that is
at the testing stage, or a project for which the basic ideas are maturing fast. In any
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case, the fear of universal surveillance is already a reality, as it is possible with
present-day technology to monitor accurately where a mobile phone is at a particular
point in time, although few users have probably realized this yet.

Many valid ethical and data confidentiality issues remain that should not be
overlooked and need to be addressed. We write from an affluent, developed world
perspective, but we should also consider how accessible these services would be in
the developing world. There are also many sectors of the community that lie in
information deserts within the developed world, both metaphorically among the less
well educated, socioeconomically disadvantaged, or elderly population, as well as
physically, perhaps in rural or remote areas. Ethically we must address who owns,
controls, and accesses individuals’ locational health information to protect individual
privacy where appropriate. We should not overlook potential medical licensing and
associated legal issues. Doctors are currently licensed and able to practice in certain
geographical regions and have legal protection within these areas. The Internet by
its nature, removes these artificial boundaries and consequently, there is a fuzzy or
grey area, where doctors based, say, in the United States might give advice through
the Internet to someone in China. Which national laws apply or are new international
protocols or licensing agreements needed?

 

17.8 BASIC RESEARCH IS NEEDED

 

Although we chiefly entertain favorable expectations of future developments in
mobile communications, we also think that we still need a lot of research-backed
information on the building of such systems starting out from people’s real needs.
We also need results to show how these systems can be made to serve their users
in the best ways possible and in accordance with jointly agreed rules. This is a task
that can be expected to be devolved most of all to the scientific community, for it
is difficult to conceive who else would carry out this form of basic research. In this
respect, our gaze turns upon the representatives of geography and other social
sciences, as well as disciplines such as the medical sciences, the humanities, and,
naturally, the computer sciences. There is plenty of work to be done and we can be
sure that it will be interesting and challenging.
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18.1 CONCLUSIONS

 

Public health by its nature covers a wide field ranging from scientific and technical
issues to sociological aspects, accountability of government agencies, and empow-
erment of populations. This book has focused on aspects of public health in which
the spatial dimension is a particularly important element, hence the sections on
communicable disease control and environmental health and healthcare planning
and policy. Section 1 described some of the methodological aspects of GIS under-
pinning applications in these areas of work, highlighting progress and new devel-
opments. Section 4 on data protection and E-governance issues has addressed
broader policy-related, societal, and developmental issues that have a direct impact
on the spatial aspects of public health work. These issues also impact on the scope
for, and desirability of, further integration of GIS within the public health field.

To draw together the many threads and issues arising from the preceding chapters,
we found it useful to undertake an analysis of the strengths, weaknesses, opportunities,
and threats (SWOT analysis) of the current state of GIS and public health.

 

18.2 STRENGTHS

18.2.1 T

 

ECHNOLOGY

 

A major strength is the increased availability, affordability, and performance of GIS
software and supporting hardware. This has greatly facilitated the diffusion of GIS
in a wide range of fields, including public health, to an extent that was previously
not possible. In addition, developments in relation to the Internet and Web mapping
are increasingly facilitating the access to and sharing of information to the benefit
of researchers, practitioners, and the public. Although not yet the main form of
access to health-related information, the increased usage of the Internet in this field
reported by the Eurobarometer survey is worthy of note (see Chapter 14).

 

18.2.2 V

 

ISUALIZATION

 

The ability to show on a map the distribution of needs and services, disease rates,
and composite factors such as those related to the underlying population at risk or
environmental conditions has many advantages over a nonspatial, tabular format.
These advantages relate to not only the representation and communication of infor-
mation to different audiences, but also to the ability to use visualization as a first
step in the analytical process of enquiry, described in Chapter 2 in relation to
exploratory spatial data analysis and illustrated in Chapter 6 in relation to the analysis
of the 

 

Salmonella

 

 Brandenburg infection. Furthermore, the combination of visual-
ization techniques with the Internet and Web mapping technologies is increasing the
importance of this aspect by a considerable degree.

 

18.2.3 D

 

ATA

 

 A

 

VAILABILITY

 

Although far from being entirely satisfactory (see Section 18.3) there is little doubt
that the much increased availability of spatially referenced data pertaining to
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population and socioeconomic factors, health, and the environment has substantially
enhanced the application of GIS to public health research and practice. Environ-
mental information in particular is becoming much more widely available and
enshrined in international agreements such as the Aarhus Convention and European
legislation. Similarly, socioeconomic data such as that provided by population cen-
suses or public registers, now easily accessible through the Internet, supports a wide
range of applications of relevance to needs assessment and service provision, or the
estimation of underlying populations at risk. Health-related information is also
becoming increasingly available via national statistics offices and international orga-
nizations, such as the World Health Organization, although the sensitive nature of
this information requires additional safeguards before public release. In more general
terms, the trend toward the development of spatial data infrastructures at regional,
national, and international levels noted in Chapter 14 is important for a number of
reasons. These infrastructures enable access to many data resources of direct rele-
vance to public health. They enable the development of broad frameworks of practice
to identify existing data resources and data custodians for these resources, avoiding
duplication of data collection. The frameworks of practice include shared policies
for accessing and sharing information and the development of technologies and
standards. Such developments should ensure that any investment made by organi-
zations with respect to data management has long-term benefits.

 

18.2.4 I

 

NTEGRATION

 

One of the main benefits of exploiting the geographic dimension of spatial data
relates to the ability to integrate data from different sources and systems that often
have little in common in the way they are collected and structured, except for their
common location. Although location may be expressed in many different ways,
implicitly via an address, postcode, or area, or explicitly via coordinates, the strength
of a GIS is its ability to handle any of these identifiers and link the data attributes.
This integrative function is critical not only for linking composite factors, such as
air pollution, the population at risk, and health outcomes as described in Chapter 8,
but also for facilitating the joint analysis of problems and the formulation of solutions
among different agencies with responsibilities for a defined territory. Data integration
is thus as critical to joined-up government as it is to multidisciplinary or multilevel
analysis. This important organizational support function is highlighted in Chapter
10 and Chapter 11, both of which report on the strengths of GIS in regional and
district operational settings.

 

18.2.5 A

 

NALYTICAL

 

 F

 

UNCTIONS

 

GIS has specific areas of strength compared with traditional databases. One in par-
ticular is that it enables a set of operations (e.g., querying and buffering) to be used
on attributes of data that are often implicit (i.e., locations) and not explicit (i.e., fields
in the databases). The chapters in Section 2 and Section 3 provide many examples
of such operations and the benefits derived by users. These analytical functions may
be applied to vector or raster data for communicable disease control (Chapter 5),
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infection surveillance (Chapter 6), and exposure assessment (Chapter 7), as well as
to network data as in the case of the accessibility analysis (Chapter 12). The analytical
strengths of GIS for supporting public health research and practice are succinctly
summarized in Table 5.2, which gives examples of specific applications for each key
analytical function. Although most applications in public health practice only make
use of the operations available in most commercial GIS products, we have started to
see the emergence of dedicated software to support more-advanced spatial and tem-
poral analyses, as described in the chapters in Section 2. These dedicated software
and methods require a high level of knowledge for appropriate use. Their increasing
availability and scope for integration with the main commercial GIS products are
indications of the potential for reaching maturity in this field.

 

18.2.6 B

 

ODY

 

 

 

OF

 

 K

 

NOWLEDGE

 

Public health GIS is the convergence of a well-established body of sciences under-
pinning public health with the emerging body of knowledge and theory now recog-
nized as geographic information science. The latter brings together and reinterprets
in a contemporary context many of the scientific endeavors of the past centuries,
together with the new challenges posed by technological advances. The community
of researchers with an interest in geographic information as a science is steadily
growing and refocusing from a purely application-orientated effort to one that
recognizes the interplay between systems, science, and society (see Longley et al.,
2001). As such, questions posed by public health researchers and practitioners should
receive more careful and considered attention from counterparts in the GIS commu-
nity leading to new insights into research and practice, rather than only a set of
applications for a technology.

 

18.3 WEAKNESSES

18.3.1 D

 

ATA

 

 Q

 

UALITY

 

Although the availability of spatial data has increased substantially, there are several
weaknesses in relation to data quality. The first weakness is the lack of documentation
about data quality itself, which then makes it difficult to understand the propagation
of errors when integrating different data sets and using analytical operations. Second,
much of the data is aggregated for confidentiality or administrative reasons, which
leads to the familiar problems of matching data at different scales and area bound-
aries (the modifiable areal units problem) and inferring the characteristics of indi-
viduals from those of the area they live in (ecological fallacy). These problems in
GIS are exacerbated in the context of public health applications by the need to link
individual-level outcomes with area-level data. Additional problems in the field of
GIS and public health have been highlighted in several chapters. They include the
extent to which data refer to the place of residence rather than place of potential
exposure, such as the workplace or school and the static nature of much of the data,
which limits temporal and spatiotemporal analysis. Ideally, individual-level data over
time is required so that the effects of short distance (e.g., travel to work) and long
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distance (e.g., migration) movements of the population at risk can be properly
considered. Such data are only available in few countries (e.g., Finland) and Chapter
4 demonstrates some of the benefits that this level of detail can offer. On the other
hand, detailed information raises other issues such as inadequate methods of analysis
and societal concerns over confidentiality.

 

18.3.2 A

 

NALYTICAL

 

 F

 

UNCTIONS

 

Although current GIS probably addresses most of the operational requirements most
of the time, the chapters in Section 2 and Section 3, in particular, have indicated the
limitations of current software with respect to more advanced spatial and temporal
analysis. Dedicated software has been developed but its integration into mainstream
GIS packages is limited, largely because vendors do not see enough of a market to do so.

 

18.3.3 M

 

ETHODOLOGY

 

A number of limitations exist with respect to the methods that have been developed
over the last few years. They include the lack of satisfactory integration of time and
space variables into models and inadequate methods for linking physical models
(e.g., for air and water) to models of social behavior and characteristics and indi-
vidual level health outcomes. In a broader context, the full understanding of the
complex relationship between the physical and social environments and health is
still poorly developed as recognized in individual chapters in this book and in the
recent European Communication on the environment and health (Commission of
the European Communities, 2003).

 

18.3.4 O

 

RGANIZATIONAL

 

 I

 

SSUES

 

The weaknesses here are still numerous and include the poor integration of GIS and
spatial perspectives into the information technology (IT) systems of organizations
and into the routine analysis of problems, strategies, and resources. In Figure 13.1,
Gregory Elmes indicates the type of strategic planning cycle that one would expect
organizations to adopt as a generic mechanism for resource allocation. GIS would
have a major role to play if such a framework were to be deployed but the evidence
to date is that most countries have yet to adopt similar approaches. In more-general
terms, most public sector organizations, including those in the health sector, still
have some way to go in developing and implementing organizational strategies that
view information as a strategic asset. By this, we mean developing information
strategies that are about the value of information and its place in the organization
and beyond, including access and dissemination, rather than IT strategies that are
about hardware and software procurement. In the absence of such strategies, we will
continue to see haphazard deployment of GIS-informed methods and technologies
and poor integration within the mainstream activities of the organization. As a
corollary of this lack of information strategies, we will also continue to witness
barriers to accessing and sharing information among organizations, which are more
often than not based on lack of awareness, fear of loss of control, or misunderstanding
of the legal framework.
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18.3.5 E

 

DUCATION

 

 

 

AND

 

 T

 

RAINING

 

This is a major barrier across the public sector at central and local levels and
internally among managerial and technical staff. Public health organizations also
suffer from similar weaknesses and in the context of the deployment of GIS in
practice, the lack of education and skills is particularly restrictive. The needs are for
not only the development of IT skills, but also more crucially for education about
the limitations of data sources and the appropriateness of different analytical and
visualization methods depending on the problems at hand. Equally crucial is the
lack of education and awareness of senior managers regarding the added value that
a spatial perspective brings to public health problems. As a result, they cannot ask
the right questions nor mobilize staff and resources to fill the gaps in skills.

 

18.4 OPPORTUNITIES

18.4.1 D

 

ATA

 

 

 

AND

 

 T

 

ECHNOLOGY

 

The strengths and weaknesses of these aspects have been highlighted above, but in
the future, we are likely to see a much greater development of spatial data infra-
structures at all levels and increased interoperability and harmonization of data based
on agreed standards and Web-enabled services. This will present enormous oppor-
tunities for greater access to data and services and the integration of spatial perspec-
tives into public health work. Therefore, for example, it will no longer be necessary
to have GIS software on users’ machines, but it will be possible to access spatial
data on the Web, overlay it with other data, and invoke Web-based services to
undertake specific analytical functions. This is already becoming possible but the
full uptake across public sector organizations will take time. In addition, new data
sources and technologies are likely to support a much greater use of GIS in public
health. For example, the use of remotely sensed data including high-resolution aerial
photography and satellite data, GPS signals, and mobile technologies will open up
vast new data resources, as indicated in Chapter 17. In Europe alone, the Galileo
Project (European Commission, 2002) and the Global Monitoring and Environment
System (European Commission, 2001) will be of great significance to public health
in relation to the environment.

 

18.4.2 P

 

OLITICAL

 

 A

 

GENDA

 

A number of strands come together under this heading. They include the high
political priority given to health as one of the largest areas of government expendi-
ture, which is increasing due to demographic change. Public health has raised its
profile in the collective consciousness due to recent scares, such as variant
Creutzfeldt-Jakob disease (the human form of mad cow disease) and severe acute
respiratory syndrome (SARS) and potential scares related to genetically modified
organisms. Because of these factors, there has been increased pressure to adopt a
more evidence-based approach to resource allocation and public information. These
provide opportunities for technologies and methods that facilitate the integration and
sharing of data and the analysis of inequalities in the distribution of services and
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clusters of events. Moreover, the increasing drive in Europe for more integrated
policy at all levels and the pursuit of environmental objectives, including the better
understanding of the relationship between the environment and health, lend further
support to the uptake of GIS as a routine method of analysis.

 

18.4.3 O

 

RGANIZATIONAL

 

 A

 

WARENESS

 

Despite the weaknesses in the current uptake of GIS in public health, there is little
doubt that significant progress has been made over the last few years. The current
situation can be turned into an opportunity for further expanding and embedding
GIS into routine organizational practice. Further support for change is going to come
from other areas of policy, such as the push toward E-government and E-health.
Combined with new opportunities from technology and engineering methods, these
are likely to move organizations to recast their models of information handling from
a stand-alone, desk-centered paradigm to a more Web-centered and distributed one.
Web-enabled service delivery and analysis will require more-accurate geographic
information to work effectively and organizations will pay a lot more attention as a
result to the quality of their geographic identifiers and to the formulation and
implementation of their information strategies.

 

18.4.4 P

 

UBLIC

 

 H

 

EALTH

 

 GIS C

 

OMMUNITY

 

This community is growing rapidly from a pure research-led group of medical
geographers to a wider multidisciplinary community of researchers and practitioners
meeting regularly at local, national, and international levels. The First European
Conference on GIS and Public Health held in Sheffield in 2001 drew over 250
people;

 

1

 

 in the United States, such events are now regularly held. As the exchange
between researchers and practitioners increases, so will examples of good practice
in methods and applications that will come about as a result of cross-fertilization of
ideas particularly among spatial statisticians, public health practitioners, and GIS
researchers. The importance of building a critical mass for this community is also
underlined by the growth in special interest groups on GIS and health among
professional GIS associations and the development of dedicated centers of excellence
such as the Informatics Collaboratory for the Social Sciences in the United Kingdom.

 

18.5 THREATS

18.5.1 C

 

ONFIDENTIALITY

 

As more and more detailed, personal-level information is collected through an array
of administrative systems and technologies, there is growing public anxiety regarding
the erosion of the individual’s right to privacy. Spatial privacy is becoming an area
of concern in its own right, for example, through the use or publication of detailed
aerial photographs of individual properties (see for example Letham, 2003) or
through the collection of spatial information via mobile phones and closed circuit

 

1 

 

http://gis.sheffield.ac.uk.
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television. When combined with sensitive personal information, such as that relating
to health, this raises serious societal issues that need to be carefully addressed
through the consistent enforcement of legal protection. Confidentiality protection,
however, also raises concerns among researchers and practitioners who are either
unclear about what can or cannot be done in data analysis or that major sources of
data valuable for research may be eroded by confidentiality restrictions.

 

18.5.2 E

 

ROSION

 

 

 

OF

 

 T

 

RUST

 

Breaches of confidentiality or perceptions of intrusion will potentially have major
implications for the relationship of trust that underpins most data collection through
administrative processes. If that trust is broken, then collecting reliable and consistent
data becomes virtually impossible with major consequences for public policy. A
taste of such events occurred in the United Kingdom with the poll tax and in Germany
in relation to the 1981 census. The relationship between doctor and patient is a
particularly sensitive one and must be protected for the benefit of all. Thus, the
development of fully integrated spatially enabled public health systems must be
careful to balance what is technologically possible with what is socially desirable
at any given period.

 

18.5.3 L

 

OSS

 

 

 

OF

 

 C

 

REDIBILITY

 

Public health may raise emotional issues, such as concern surrounding suspected
clusters of disease. GIS can be of significant help as identified throughout the book.
However, the limitations in data and methodology that still characterize this field
mean that there is always the possibility of making mistakes, particularly when the
analysis is undertaken under pressure or uncritically. If the expectations raised by
the use of GIS in public health are not carefully managed, the loss in credibility of
the results may cast a wider shadow on the methods deployed. Some echoes of such
loss in credibility as reported in Chapter 13 may pose a threat to further development
of the public health GIS field.

 

18.5.4 P

 

OLITICAL

 

 E

 

NVIRONMENT

 

Although

 

 

 

high political visibility may be seen as providing opportunities for public
health GIS, it may also be a significant threat. Political pressures put demands that
may be unrealistic or not achievable within the time and resources available. Endless
reorganizations of units of service and administration may disrupt the activities of
teams that have taken time to develop expertise. The sheer size of health organiza-
tions makes any change in organizational practice and culture difficult to achieve.
All these factors need to be realistically taken into account when considering the
future development of public health GIS.

 

18.6 FUTURE PROSPECTS

 

Table 18.1 summarizes the key aspects identified. As the analysis indicates, there
are multiple factors in each of the four areas that may influence the future
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development of the public health GIS field. There are many weaknesses and threats,
but also major opportunities to build on current strengths. Some elements appear in
more than one box, as there is more than one facet to them. This is to be expected
in a developing field where the issues are interconnected in multiple ways. The
community of interest in this field must learn to work together in addressing all the
facets of this complex web of related issues.

The purpose of this book was to highlight major areas of intersection between the
GIS and public health fields. We hope that by drawing attention to these key areas,
public health researchers and practitioners will become more aware of the potential for
GIS. It can then be applied to other aspects of public health in which the spatial
dimension, although not a key aspect,will nevertheless bring added value. Examples of
such areas include communication of health information to the wider public and the
promotion of public participation in health policy and planning. A reasonably robust
set of GIS-based methodologies already exists, as illustrated in this book, for addressing
at least the basic spatial aspects of public health. These methods can be applied to a
wide range of practical applications, building capacity, and raising awareness.

There is much to be gained from the widespread use of GIS within the public
health field. Sustained effort is required to achieve this goal from all parties con-
cerned, but especially from public health organizations, researchers, and practitio-
ners. In this respect, we hope that this book will make a positive contribution,
facilitating the efforts of individuals and organizations.
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TABLE 18.1
Strengths, Weaknesses, Opportunities, and Threats in the Public Health 
GIS Field

 

Strengths Weaknesses Opportunities Threats

 

Technology
Visualization
Data availability
Integration
Analytical functions
Body of knowledge

Data quality
Analytical functions
Methodology
Organizational issues
Education and 
training

Data and technology
Political agenda
Organizational 
awareness

Public health GIS 
community

Confidentiality
Erosion of trust
Loss of credibility
Political environment
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Action Plan (2002), 235
ADDRESS-POINT® software, 188
ADMS,

 

 see 

 

Atmospheric Dispersion Modeling 
System

Agency for Toxic Substances and Disease 
Registry (ATSDR), 212

Aggregated count data, 64
Aggregate measures, definition of, 25
AgriQuality, 93
Air pollution

cardio-respiratory mortality and, 115
conceptualization of, 14
damaging effects of, 140
data, 126
dispersion modeling of, 146
indoor, occupational exposure, 145
problem of exploring modeled, 144–145

Air pollution data, modeled outdoor, 125–149
air pollution data, 126–135

Indic-Airviro system, 127–130
model validation, 130–135

air pollution values by ED in relation to 
population exposure, 140–145

long-term population movements, 
141–144

outdoor and indoor pollution levels, 
144–145

discussion, 146
linkage to census units, 135–140

Airviro model, 120
All Fields Postcode Directory, 117
ALS,

 

 see 

 

Amyotrophic lateral sclerosis
American Public Health Association (APHA), 214
Amyotrophic lateral sclerosis (ALS), 56, 59
Animal

epidemic curve, 95
production, use of antibiotics in, 76

Anomaly detection, 52
Anonymity, perceived level of, 269
APHA,

 

 see 

 

American Public Health Association
ArcGIS

 

®

 

, 21, 39, 55
ArcInfo™, 119, 153, 183
ArcView

 

®

 

, 59, 98, 103, 159
Area

maps, 180
unit (AU), 98

ARP,

 

 see 

 

At-risk population
Ask-the-doctor services, 282
Association of State and Territorial Health 

Officials (ASTHO), 214
Asthma, annual cost of, 2
ASTHO,

 

 see 

 

Association of State and Territorial 
Health Officials

Atmospheric Dispersion Modeling System 
(ADMS), 121, 127

ATMs,

 

 see 

 

Automatic teller machines
At-risk population (ARP), 37
ATSDR,

 

 see 

 

Agency for Toxic Substances and 
Disease Registry

Attribute(s)
data, 14
nonspatial properties of, 24
spatial properties of, 23

AU,

 

 see 

 

Area unit
AUN,

 

 see 

 

Automated Urban Network
Automated Urban Network (AUN), 134
Automatic teller machines (ATMs), 279

 

B

 

Bayesian hierarchical modeling, 25
Bayesian models, 42, 45
Behavioral Risk Factor Sample Survey (BRFSS), 

215
Besag and Newell’s method, 55
Bioterrorism

incidents, response to possible, 237
potential of, 2

Birth defects, 110–111
Blood-donating agency, 270
Bluetooth

 

®

 

 wireless technology, 278, 279, 282
description of, 278
headset, low radiation emitting, 283
indoor pedestrian navigation based on, 279

Boundary maps, 180
Bovine spongiform encephalitis (BSE), 51, 156
BRFSS,

 

 see 

 

Behavioral Risk Factor Sample 
Survey

British Ordnance Survey, 137
BSE,

 

 see 

 

Bovine spongiform encephalitis
Buffering

definition of, 20
exposure assessment by, 110

Bus routes, 192
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C

 

Calculation of air pollution by road traffic,

 

 see 

 

CAR model
Cancer(s)

childhood, 111, 114
hazardous waste sites and, 110
networks, 171
radiation-induced, 184
registrations, 168–169, 271

Capacity building, 233
Cardio-respiratory mortality, air pollution and, 115
CAR model, 120
Carstairs index, 152
Carstairs quintile, 121
Cartograms, 64
Cartographic operations, 13, 18, 19
Case event(s)

data, likelihood models for, 40
location of, 35
mapping of, 36

CDC,

 

 see 

 

Centers for Disease Control and 
Prevention

Centers for Disease Control and Prevention 
(CDC), 52, 78, 206

Epi Info™ 2002, 55
promotion of GIS by, 206
telebroadcasts, 212

CERCLA,

 

 see 

 

Comprehensive Environmental 
Response, Compensation, and 
Liability Act of 1980

CFSP,

 

 see 

 

Common foreign and security policy
Childhood leukemia, 51, 110–111
Children, study of respiratory disease experience 

in, 169
Cholera, outbreak of, 106
Choropleth thematic map, 35
Clean Air for Europe, 239
Cluster detection, 32, 52, 184

common issue arising in, 63
software, 65

Clustering, methods for detecting, 6
Code-Point

 

®

 

 product, 137
Common foreign and security policy (CFSP), 244
Communicable disease

atlases, 72
control, 289
epidemiology, 26
outbreaks of, 1
problems, spatial-dimension aspects of, 71

Communicable disease control, GIS and, 71–89
communicable disease mapping, 72–73
problems of using GIS for communicable 

disease control, 83–84
ecological fallacy, 83

gee whiz effect, 83
GIS and time dimension, 84
lack of spatial statistical capabilities, 84
lack of systematically trained staff, 84

spatial dimension of occurrence of 
communicable disease, 73–76

using GIS for prevention, surveillance, and 
control of communicable diseases, 
76–82

disease control, 80–82
disease prevention, 76–78
disease surveillance, 78–80

Community transport schemes, 192
Comprehensive Environmental Response, 

Compensation, and Liability Act of 
1980 (CERCLA), 212

Confidentiality, unwittingly breached, 272
Confounding, 27

cluster studies and, 63
definition of, 54
variables, 41, 42

Congenital malformations, hazardous waste sites 
and, 110

Contextual effects, 26
Countryside Agency, 192
Creutzfeldt-Jakob disease, 1, 292
Cuzick and Edwards’s method, 55

 

D

 

Danish Operational Street Pollution Model, 120
Dartmouth Atlas project, 213, 214
Data

aggregated count, 64
air pollution, 126
anonymization, 260
attribute, 14
case event, 40
confidentiality, 157
constraints, dispersion modeling, 121
controllers, 253
denominator, 17
digital road network, 191
disease-incidence, 31, 34
health

disseminating, 175
outcome, 15

input, Indic-Airviro, 128
integration, 289
patient registration, 15
personal, 259
protection, 5

law, 252
legislation, 265
principles, 254
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public health, 8
requirements, 251

quality, 61, 290
indicators, 161
warnings on, 160

raster, 14
SAHSU, 153
satellite, 292
sources, 188
spatial, 17
tract count, 41
vector, 14

Database(s)
design, 161
digital map, 188
emissions, 127, 128
Health for All, 180
healthcare claims, 213
management system (DBMS), 158
Oracle, 161
volunteer bias introduced into, 266

Data Protection Act, 260
Data Protection Directive, 262
Data protection and medical research, 251–263

anonymization, 260–262
general requirements of Directive, 253–259

data protection principles, 254
fair and lawful processing and provisions 

of information, 257–259
processing of personal data or special 

personal data, 254–257
purpose of Directive, 252–253
research exemption, 259–260

DBMS,

 

 see 

 

Database management system
Death registration, 17
Demographics, 63
Denominator

data, 17
population, alternative sources for, 18

Density estimation, 20
Design Manual for Roads and Bridges (DMRB), 

127
DHSC,

 

 see 

 

directorates of health and social care
Diagnostic and treatment centers (DTCs), 171
Diagram maps, 73
Diarrheal disease, outbreak of, 81
Digital cameras, 278
Digital map databases, 188
Directorates of health and social care (DHSC), 

171
Disaster situations, provision of health-related 

services in, 240
Disease(s)

distribution, representation of, 34
-incidence data, representation of, 31, 34

latency periods associated with, 156
map presentation, SMRs used in, 38
prevention strategies, farm workers targeted 

by, 105
risk, excess, 52
space-related distribution of, 84
vector-borne, mapping of, 211

Disease, clustering of, 6, 25, 32, 51–67
challenges, 64–65
choosing between methods, 54–55
considerations and limitations, 60–64

confounding, 63–64
correcting for population density, 64
data quality, 61–62
geography, 62
mapping and GIS, 61
residential migration, 62 
statistical issues, 62–63

disease clusters and clustering, 51–53
reason for investigating disease clustering, 53
some accessible methods, 56–60

kernel estimates, 57–60
Kulldorff’s Spatial Scan Statistic, 56–57
Openshaw’s method, 56

Disease mapping, 5, 6, 31–49
discussions, 46–47
disease mapping and map reconstruction, 

32–34
disease map restoration, 34–45

advanced Bayesian models, 45
basic models, 40–44
simple statistical representations, 34–40

new developments, new developments, 45
Disinfection by-products, drinking water, 114
Dispersion modeling, 120, 127

air pollution, 146
use of for exposure assessment, 121

Display maps, use of, 180
Distance

rule for determining, 19
weighting (IDW), 126

District public health work, GIS in, 179–185
area maps, 180–181
boundary maps, 180
cluster detection, 184–185
operational real-time GIS, 183–184
regression analyses, 182–183
spider maps, 181–182
travel time zones, 182

DMRB,

 

 see 

 

Design Manual for Roads and 
Bridges

Dose–response model, 15
Dot maps, 73
Drinking water, disinfection by-products in, 114
DTCs,

 

 see 

 

Diagnostic and treatment centers
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E

 

Earth monitoring applications, development of, 
241

EC,

 

 see 

 

European Commission
ECHI Project,

 

 see 

 

European Community Health 
Indicators, 236

ECHR,

 

 see 

 

European Convention on Human 
Rights

Ecological analysis, 27, 32
Ecological bias, 27
Ecological effects, 26
Ecological fallacy, 27, 83, 146, 290
Ecological studies, 24, 26
ED,

 

 see 

 

Enumeration district
EDA,

 

 see 

 

Exploratory data analysis
EEA,

 

 see 

 

European Economic Area
E-Europe action plans, 235
E-government, 4

issues, 288
push toward, 293

E-health, 235
initiative, 229
push toward, 293

Electronic records, 272
EM algorithm,

 

 see 

 

Expectation maximization 
algorithm

Emergency Capacity Management System, 183
Emissions database, 127, 128
English National Health Service, health GIS in, 

167–177
public health Internet mapping, 173–176

accessing health data through geographic 
selection, 174–175

identifying location-based health services, 
174

visualizing and disseminating health data, 
175–176

regional applications of health-based GIS, 
169–172

healthcare delivery, 171–172
health outcomes and epidemiology, 

169–170
overlap and intersection between health 

outcomes and healthcare delivery, 
171

English Public Health Observatories, 169
Enumeration district (ED), 118, 119, 135

air pollution values by, 140
average pollution exposure for, 138
buffer, 140
estimate of exposure levels within, 146
level, census at, 152
population distribution within, 137

Environment(s)

relationships between health and, 109
technically altered, 76

Environmental Action Programme, 241
Environmental changes, resurgence of 

communicable diseases and, 75
Environmental contamination, potential, 65
Environmental exposure assessment, using GIS 

for, 109–124
dispersion modeling, 120–121
health risks in populations living around 

landfill sites, 110–114
inverse distance weighting, 118–120
point-in-polygon techniques, 114–117

Environmental Protection regression, 131
Epi Info, 212
EpiSurv, 98
ESDA,

 

 see 

 

Exploratory Spatial Data Analysis
ESR,

 

 see 

 

Institute of Environmental Science and 
Research

ESRI
ArcGIS, 59
MapObjects

 

®

 

, 212
Ethnicity, 63
EU,

 

 see 

 

European Union
EURATOM Treaty, 239
EUROHEIS,

 

 see 

 

European Health and 
Environment Information System

European Commission (EC), 229, 255
Communication on the Environment and 

Health Strategy, 242
Integrated Impact Assessment Tool, 238
Public Health Directorate General of, 230
role of in exploitation of available technology, 

231
white paper

Growth, Competitiveness, and 
Employment, 230

Strategy for a New Chemicals Policy, 238
European Community

environment legislation, 238
Health Indicators (ECHI), 236

European Convention on Human Rights (ECHR), 
256

European Data Protection Directive, 8
European Economic Area (EEA), 252
European Health and Environment Information 

System (EUROHEIS), 7, 152, 154
feasibility stage of, 155
partners, 154, 158

European Network on Communicable Diseases, 
237

European Standard Population, 23
European Union (EU), 229

data protection law harmonized across, 252
medical research in, 253
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radiation protection Basic Safety Standards 
Council Directive, 239

spatial data requirements, 244
water policy, 239

Expectation maximization (EM) algorithm, 137
Exploratory data analysis (EDA), 21
Exploratory Spatial Data Analysis (ESDA), 21

data properties in, 22
link between GIS and, 21
query, 23
statistics, classes of, 22

Exposure
assessment, 121, 289–290
-disease relationships, environmental, 146
modeling, GIS and, 109

 

F

 

Falkirk map, 39, 45
Family doctor, 180, 187
Farming practices, survey of, 103
Farms, infected, 95
Farm workers

contact of with infected sheep, 95
occupational disease of, 105

Federal Geographic Data Committee (FGDC), 
218

Federal Information Processing Standard (FIPS) 
codes, 214

FGDC,

 

 see 

 

Federal Geographic Data Committee
FIPS codes,

 

 see 

 

Federal Information Processing 
Standard codes

Food, dramatic changes in, 76
Food-borne exposures, 156
French National Institute of Health and Medical 

Research (INSERM), 80
Future prospects, 287–295

opportunities, 292–293
data and technology, 292
organizational awareness, 293 
political agenda, 292–293
public health GIS community, 293

strengths, 288–290
analytical functions, 289–290
body of knowledge, 290
data availability, 288–289
integration, 289
technology, 288
visualization, 288

threats, 293–294
confidentiality, 293–294
erosion of trust, 294
loss of credibility, 294
political environment, 294

weaknesses, 290–292

analytical functions, 291
data quality, 290–291
education and training, 292
methodology, 291
organizational issues, 291

 

G

 

Galileo, 278, 292
GAM,

 

 see 

 

Geographical Analysis Machine
Gamma-Poisson model, 47
GATHER,

 

 see 

 

Geographic Analysis Tool for 
Health and Environmental Research

GDP,

 

 see 

 

Gross domestic product
Gee whiz effect, 83, 85
General practitioner (GP), 187, 261

access to medical records, 267
aware of patients’ HIV status, 270
patient registers, 189, 202
practice, coverage of, 180
prescription habits of, 261
surgeries, 188, 193, 194
video consultations, 281

GeoBUGS, 24
Geocoding, Rapid Numbers used in, 92
Geographical analysis, basic issues in, 13–29

data issues, 13–18
geographical analysis, 18– 27

cartographic operations, 19–21
ecological studies, 24–27
exploratory spatial data analysis, 21–24

Geographical Analysis Machine (GAM), 56, 57
Geographic Analysis Tool for Health and 

Environmental Research, 
(GATHER), 211, 212

Geographic information (GI), 168
Geographic Information Systems (GIS), 2

analysis methods, 77
applications, 5
database management functions incorporated 

into, 158
data compiled within, 193
degree of adoption of in United States, 216
development, road travel times and, 193
exploratory visualization using, 61
issues addressed by, 5
key advantage of, 65
link between ESDA and, 21
project, cancer network-based, 172
research, 277
role of in health impact assessment, 3
service, strength of regional health, 168
software, 79

affordability of, 168
first commercial, 278
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strategic planning cycle in public health 
framed for, 209

transformations, 19
U.S. healthcare system transformed by, 206
Web-based, 174

GeoSpatial One-Stop initiative, 217, 218
GI,

 

 see 

 

Geographic information
Gibbs sampling, 46
GIS,

 

 see 

 

Geographic Information Systems
Global climate change, 75
Global measure, 25
Global Monitoring for Environment and Security 

(GMES), 243, 244
Global positioning system (GPS), 146, 278, 292
Global radiation, 128
Global system for mobile communication (GSM), 

278
GMES,

 

 see 

 

Global Monitoring for Environment 
and Security

Gonorrhea, epidemiology of, 78
Goodness of fit, 21
GP,

 

 see 

 

General practitioner
GPS,

 

 see 

 

Global positioning system
Grey literature, 266
Gross domestic product (GDP), 207
GSM,

 

 see 

 

Global system for mobile 
communication

 

H

 

Hazardous waste sites, congenital malformations 
and, 110

HCOs,

 

 see 

 

Healthcare organizations
Health

data, disseminating, 175
determinants, definition of, 237
events, calculation of rates of, 155
factors influencing, 16
impact assessment, definition of, 3
management organizations (HMOs), 208, 271
outcome data, 15
professional groups, 267
protection officers, New Zealand, 92
threats, response to, 237

Health Action Zone, 176
Health for All database, 180
Healthcare

organizations (HCOs), 208
service areas (HSA), 213

Health and environment information systems, 
151–163

EUROHEIS partner experiences, 158–160
Denmark, 159–160
Finland, 159

Italy, 160
Sweden and Spain, 158–159
United Kingdom, 160

European, 154
future of, 160–161
requirements for, 155–158

data access and confidentiality issues, 
157–158

data requirements, 155–157
political and organizational feasibility, 157
technical requirements, 158

U.K. Rapid Inquiry Facility, 152–154
Health information, public and patient attitudes 

toward use of, 265–275
discussion, 272–273
results, 266–272

areas where confidentiality may be 
unwittingly breached, 272

content of records and sensitivity of 
information, 269–271

doctors and nonclinicians, 268
electronic records, 272
expectations of patients, 269
health professional groups and need to 

know, 267–268
knowledge of rights, privacy, and 

confidentiality, 266–267
use of health information, 271

search strategy, 266
Health Insurance Portability and Accountability 

Act (HIPAA), 216, 217
Health and Social Care Act, 252, 261, 262
Helminth diseases, surveillance of, 78
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-enabled services, 292
greatest strength of, 281
mapping technologies, 288
use of to generate maps, 79

Whittemore’s method, 55
WHO, see World Health Organization
Whole map statistics, 22
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WLAM, see Personal area networking
Working Group on Health Telematics, 235
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